MASSIVE WAVE PROPAGATION NEAR NULL INFINITY
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ABSTRACT. We study, fully microlocally, the propagation of massive waves on the octagonal com-
pactification
0 = [R14;.7;1/2]

of asymptotically Minkowski spacetime, which allows a detailed analysis both at timelike and
spacelike infinity (as previously investigated using Parenti-Shubin—Melrose’s sc-calculus) and, more
novelly, at null infinity, denoted .#. The analysis is closely related to Hintz—Vasy’s recent analysis
of massless wave propagation at null infinity using the “e,b-calculus” on Q. We prove several
elementary corollaries regarding the Klein—-Gordon IVP. Our main technical tool is a fully symbolic
pseudodifferential calculus, W4e,sc(0), the “de,sc-calculus” on @. The ‘de’ refers to the structure
(“double edge”) of the calculus at null infinity, and the ‘sc’ refers to the structure (“scattering”)
at the other boundary faces. We relate this structure to the hyperbolic coordinates used in other
studies of the Klein—-Gordon equation. Unlike hyperbolic coordinates, the de,sc- boundary fibration
structure is Poincaré invariant.
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1. INTRODUCTION

The subject of this paper is the propagation of massive waves on Minkowski-like spacetimes
(Rtl:f(l ,g). We will be more precise later regarding the meaning of “Minkowski-like” in the previous
sentence; see §7 for the precise conditions, which define the class of what we call admissible metrics.
For now, we just note that such spacetimes are

e non-trapping, in the sense that null geodesics asymptote in the usual way,

e globally hyperbolic, with ¢ = z¢ a smooth time function and with each ¥p = {(T,x) : x €
R}, T € R, a Cauchy hypersurface — so that the Cauchy problem with data specified on X
is well-posed — and

e asymptotically flat, in both the spacelike and timelike directions, so that the metric asymp-
totes to the Minkowski metric at large distances and large times. Our main theorem allows
only short-range perturbations of the Minkowski metric (see Proposition 7.1). Through
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much of §5, the discussion applies to longer-range perturbations, though we will not attempt
to be sharp.

The main microlocal estimates below depend only on the asymptotic structure of the metric, but
global hyperbolicity and the non-trapping assumption are required for the various applications
given.

Of course, the exact Minkowski spacetime (R, gy), with

d
v = —dt® + ) da3, (1)
Jj=1

counts as admissible. Our sign convention for Lorentzian metrics is the mostly positive one.

Remark 1.1 (Our vs. usual notion of asymptotic flatness). We do not allow stationary spacetimes
besides the exact Minkowski spacetime itself, as other stationary spacetimes do not asymptote to
the Minkowski spacetime at large times. The usual notion of asymptotic flatness (see e.g. [Wal84,
Chp. 11]) only restricts large distance behavior. Consequently, our analysis here excludes many
physically important spacetimes, indicating that there is much work left to be done. |

Fix m > 0,d € N*. Given an admissible Lorentzian metric g on Rl’d, let
D

0, = 1/2 45 Y

Al

4,7=0

d d
:Mll/?<lz 9 [| |1/2 106} gaa[ |1/290j£j])+Ag

denote the associated d’Alembertian, with the sign convention being such that the (likely time-
dependent) Laplace-Beltrami portion A, is positive semidefinite.
Consider the Klein—Gordon equation

Ogu + Qu + m?u = f, (3)

where u is the unknown, f is the forcing, and @ is drawn from a subspace of appropriate first-order
differential operators whose coefficients decay at infinity (more precisely, are short range; the precise
condition is in §7). For instance, @ can be any Schwartz function, considered as a multiplication
operator, so included in this setup is

(2)

? o

@—;@+m2+V (4)

O+m?2+V =

for Ve S(RM), which governs the evolution of massive waves on the exact Minkowski spacetime in
the presence of the “potential” V. Here, 0 = O, = 87 — (02, +- - -+ 02 ,) is the exact flat spacetime
d’Alembertian.

The behavior of solutions of the associated initial value problem (IVP)

Oyu+ Qu + m?u = f € SR,
uli—o = u® € S(RY), (5)
duli—o = ulV) € S(RY),

is a rather classical topic.

Remark 1.2. In this introduction, and in §7 (in which the results stated in this introduction are

proven), we restrict attention to the case when the forcing f and initial data 1w, 4@ are Schwartz.
Our main estimates, proven in §5, §6, are much more general. |
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FIGURE 1. The radial compactification M <= RY? of Minkowski spacetime is topo-
logically a ball, Ml = B'*?. On the left, we show three families of straight parallel
lines {(t,z) : x = xg + vt} in Rb (each family consisting of three parallel lines, so
three different 2o € RM), as seen from the compactified perspective — one family of
timelike lines, one of null lines, and one of spacelike lines. These hit timelike infinity
C = Cy UC_, null infinity .# = .#+ U #~, and spacelike infinity %, respectively.
These subsets of OM 22 S¢ are shown in the figure on the right, in which the light
cone is also shown in orange.

Nevertheless, it has apparently remained open to establish (beyond the exact Minkowski case)
that the solution v admits a full asymptotic expansion at infinity. At infinity means as t — oo
(allowing z1,...,zq — 00 as well). Alternatively, at infinity roughly means at the boundary of the
radial compactification

M = RLd = RI+d = R4 U {ooS?) (6)

of the spacetime.

Such a result appears below. However, its formulation requires working on a more complicated
compactification than M. For now, we state a more elementary formulation that can be phrased
using only M:

Theorem 1. Given the setup above:
(a) in the region M\ cly{|t| > 7}, the solution u of the IVP is Schwartz,
(b) for any v € R? with ||v| = 1 and x¢ € RY, the solution u, restricted to the line vy x, =
{(t,x) € RM : x = x¢ + vt} is Schwartz as a function of t. Moreover, the same is true for

all derivatives of u.
(c) Within {|t| > r + 1}, we can write

w = |t|_d/2e_im\/t2_r2uf + ‘t‘—d/ze-s-z‘m\/tz_r?mr (7)

for uy € C®(M\.#). Moreover, if we let Cy denote the (closed) past and future caps
Cy =cly{+t > r}noM, (8)

then, for each ¢ € {—, 4}, each term in the asymptotic expansion of ug at Cy is a Schwartz
function on Cy, i.e. decays rapidly when approaching the boundary C+\Cy.

In summary, u decays rapidly at spacelike infinity and null infinity, and at timelike infinity it has a
full asymptotic expansion, the terms in which decay rapidly at null infinity.

We can combine (and slightly strengthen) the three parts of this theorem as follows: let Xg =
cly{|t| > r}\{0} denote the set of all points in M timelike or lightlike with respect to the origin (and
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excluding the origin itself). Then, there evist u+ € S(Xo) and ug € S(RY?) such that the support of
ux excludes the origin and

u = |t|—d/2€—im\/t2—r2u7 + |t|—d/Qe—i-im\/t2—7"2u+ + ug (9)
holds globally. (Here, we are considering u+ as functions on RV supported within Xg.) |

Here, r = ||x|| is the spatial Euclidean radial coordinate, and clq is used to denote closure in e.

For the exact Klein-Gordon operator, a proof of essentially this result can be found in [H97,
§7.2]. The proof there utilizes the global Fourier transform to produce the solution of the IVP
in terms of oscillatory integrals whose asymptotics can be extracted via the method of stationary
phase. Hence, it does not generalize to the case when the PDE has variable coefficients. As is by
now well-known, the Parenti-Shubin—Melrose sc-calculus [Mel94][Vas18] straightforwardly allows us
to estimate the solution to the IVP in weighted L?-based Sobolev spaces, including the variable
coefficient case. The basic estimates are discussed in [Vas18; Vas20], and standard modifications
using module regularity [HMV04; GR+20; GRHG23] allow one to establish asymptotic expansions
(cf. [Mel94]) away from null infinity,

S = cly{|t| =r} NOM. (10)
The upshot is that, if u solves the IVP, then

e u is Schwartz away from the timelike caps C.
e within {|t| > 7}, eq. (7) holds.

Thus, the sc- tools yield all of Theorem 1 except the parts having to do with decay at null infinity.
Our main contribution is to analyze the situation near null infinity.

Before stating our main theorem, it is worth explaining why the sc-calculus is not well-suited
to proving decay at null infinity. This will serve as motivation for our choice of compactification
0 + RV, We will assume throughout this paper that the reader is familiar with the sc-calculus.
See [Vasl8] for an exposition of this theory. However, the statement of our main theorem does
not require any microlocal analysis whatsoever. Consequently, the reader unfamiliar with the sc-
terminology may wish to skip the next subsection, proceeding directly to §1.2.

1.1. Limitations of the sc-calculus. Recall that the compactified phase space relevant to the
sc-calculus is the (radially compactified) sc-cotangent bundle

SST"M = M x Bt > TRV (11)
base fiber

Over the interior of M, this is the usual (radially compactified) cotangent bundle T"RY?. On the
other hand, 5¢T*M = M x Ri‘gd is the vector bundle whose smooth sections are of the form

7(t,x)dt + £(t,x) - dx, T € C®(M;R), & € C°(M;RY). (12)

The ball bundle T M just results from radially compactifying the factor Ri’zd. Topologically,
sCT*M is just a product of two (1 + d)-balls. It has two boundary hypersurfaces, fiber infinity and
base infinity.

Exactly at null infinity, the notion of module regularity needed to extract asymptotics for the
Klein—Gordon equation becomes problematic. The reason for this is that the sources/sinks (a.k.a.
radial sets) of the sc-Hamiltonian flow hit fiber infinity there (Figure 2). Relatedly, the phases in
eq. (7) become singular at the light cone:

tdt — rdr
dvitz —r2 = —, 13
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Cm4 Ndf - ~arctan(t/x)
(left moving, hidden) \
¥m 4+ Ndf --- Lo 5% 4 N bf
(right moving)

FIGURE 2. The sc-Hamiltonian flow within one sheet *°X, 1 of the sc-characteristic
set, depicted in the case d = 1. The central disk (dark gray) represents one component
of %Y + N*S*M (which is disconnected if d = 1), i.e. one half of the portion of
*¥m, + at fiber infinity, labeled df. The other half is hidden from view; it attaches
to the outer circle. (When d = 1, the characteristic set of the wave operator over
a point in RY? consists of four points in the cosphere bundle. Two of those lie in
%°¥m,—.) As in Figure 1, time is oriented upwards, and the spatial coordinate x is
horizontal. The lighter gray annulus depicts the portion of X, . over base infinity
(labeled bf); this is one sheet of a hyperboloid fibered over base infinity. (The other
sheet would be in *“¥p, _.) The radial sets, at which the properly scaled Hamiltonian
vector field vanishes, are colored red. The important point is that the radial sets hit
fiber infinity over null infinity (located at 45°,135°,225° 315° in the figure).

and it is these sc- 1-forms that parametrize the radial sets over C+. Dually, consider the first-order

differential operator that one inverts near points in CL = C’Oi to produce asymptotic expansions
(see §3):

1 0 0

—(t=tr=— im 14

t2—r2(3t 67"):': ’ (14)

which is related to the hyperbolic symmetries of the PDE (see eq. (170)). This too becomes singular
at the light cone. Multiplying by (¢? — r2)1/ 2 cures this but causes other problems in the extraction of
asymptotic expansions (it degenerates in the relevant sense at the light cone). Passing to hyperbolic
coordinates facilitates the extraction process but complicates the regularity theory and breaks
Poincaré invariance. At first glance, these issues seem like they should be merely technical. This
does not appear to be the case. Even if it is, the fact remains that the situation at null infinity
requires clarification.

That the sc- radial set hits fiber infinity correctly suggests that the solution to the Klein—Gordon
initial value problem with generic Schwartz initial data and forcing has sc-wavefront set in the
corner

SCShM = 85Ty M C *T'M (15)
of the radially compactified sc-cotangent bundle. This is simply a consequence of the fact that
wavefront sets (like singular supports) are closed; if the endpoints of the radial set (again, see
Figure 2) were not included in the sc-wavefront set, then a neighborhood thereof would also be
absent. This would imply that v is Schwartz in a neighborhood of .# C M, which is certainly not
generic, as can be seen easily in the constant-coefficient case.

So, a typical solution of the IVP possesses sc-wavefront set at the corner of the compactified
sc-cotangent bundle. Even to the user of the sc-calculus, the interpretation of such wavefront set
might not be as familiar as the interpretation of sc-wavefront set in the interiors of the fibers, or over
the interior of the base. Over the interior of the base, sc-wavefront set is just ordinary wavefront
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set, so captures failures of smoothness. In the interiors of the fibers over OM, sc-wavefront set is
just the ordinary wavefront set of the Fourier transform — it detects oscillatory terms of the form

At x)etikx e R ke RY A e C°(M)\S. (16)

Put differently, this sc-wavefront set detects failures of decay at finite frequency. Instead, sc-wavefront
set at the corner of the compactified sc-cotangent bundle captures what can roughly be thought of
as failures of decay at infinite frequency.

Example 1.3 (emg). A simple example of a function u € §'(R,) in 1D whose sc-wavefront set is
entirely at the corner of the sc-cotangent bundle is u(x) = exp(iz?). This is smooth, so free of
ordinary wavefront set, but so is its Fourier transform. This implies that the sc-wavefront set is a
subset of the corner. But, since u is not Schwartz, it must have some sc-wavefront set, which then
must be at the corner. Indeed, as x — 0o, exp(iz?) oscillates faster than any finite frequency term
e'9? o € R, hence lies at “infinite frequency.” |

This example does not shed much light on the oscillations e=*™V =% which eq. (7) says are present
in the long-time asymptotics of solutions of the Klein-Gordon IVP. Indeed, if we fix v = [¢| — r and
then follow u along a level set of v,

eiim\/t27r2 _ ei’imv\/|z‘,|+7“ (17)
is oscillating, as [t| — co, slower than any finite frequency term et So, it may not be clear why
such oscillations should be associated with infinite frequency. The following example may help:

Ezample 1.4 (e®¥). On R%y, the function u = €Y has sc-wavefront set at the corner. Indeed, it is
smooth, and a simple argument using microlocalized elliptic estimates for 0, — iy and 9, — iz shows
that there is no wavefront set in the interiors of the fibers. However, u is certainly not Schwartz, so
there must be some sc-wavefront set at the corner.

In fact, since u is not Schwartz in any conic region, there must be some sc-wavefront set at the
corner over every point of 9R2. In particular, this holds for the point (00,0) € OR2 where the
positive z-axis hits the boundary of the compactification. This may be confusing at first, since, if
we fix yp € R and send = — oo, it might appear that u(x,yo) = exp(izyo) is oscillating with finite
frequency yg. This might lead to the expectation of a whole line’s worth of sc-wavefront set over
(00, 0), passing through the fiber, one point on the line for each value of yg. (And then points at
fiber infinity would be included because yy can be arbitrarily large.) But, we already know that the
sc-wavefront set of u is entirely at fiber infinity. To resolve the paradox, we must remember that
the fibers of the sc-cotangent bundle are two-dimensional. We can talk not just about the radial
frequency, but also a tangential frequency. Indeed, if X > 1, then, as y varies, u(X,y) = e'*¥ is
oscillating with frequency X. Since X can be arbitrarily large, this suggests infinite frequency in
the y direction. |

So, emVE*=* ig infinite frequency at the light cone not in the direction along the light cone but
in the direction across the light cone. This is essentially what the singularity of eq. (13) at the light
cone means.

Regardless of its interpretation, sc-wavefront set is an obstruction to decay. But, as is well-known
at least in the exact Minkowski case [Win88][Kl1a93][H97], massive waves (unlike massless waves)
do not have an associated “radiation field”: the solution u to the IVP is rapidly decaying at null
infinity, even though there exists sc-wavefront set over it. Indeed, Theorem 1 tells us that w is, in
an appropriate sense, rapidly decaying at null infinity. What, then, is the sc-wavefront set detecting
in this case? One answer is that it is detecting that any neighborhood of null infinity in Ml contains
points at timelike infinity, at which solutions to the IVP do not decay rapidly. Thus, the wavefront
set at the corner is a technical artifact of the fact that sc-wavefront sets are closed.
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This suggests the following key idea: in order to study massive wave propagation along null
geodesics, we should work with a compactification of RY? that separates individual null geodesics
from timelike infinity. The compactification M does not suffice.

1.2. A better compactification. One compactification that does the trick is the usual Penrose
diagram P < R%? of Minkowski space. But, the Penrose diagram does not offer adequate resolution
at timelike infinity, where solutions to Klein—Gordon display their oscillatory asymptotic tails.
Rather, as in [BVW15][HV23], we use a third compactification @ «> R that refines both the radial
and Penrose compactifications in the sense that one has compatible blowdown maps O — P, M. The
space O can thus be constructed in two equivalent ways: by performing a polar blowup of . C M,
in which case we write

0 = [M;.#;1/2], (18)
or by blowing up spacelike and timelike infinity in P in an appropriate way. The space O is a
manifold-with-corners (mwc) with corners of codimension two.

Remark 1.5 (The 1/2’). After blowing up .# C M, it is convenient to modify the smooth structure
at the front faces of the blowup so that the original boundary-defining-functions (bdfs) onf of the
front faces of Oy = [M; .#] become the squares

ONE = O (19)
of the new bdfs gn¢. This is the ‘1/2” in “O = [M;.#;1/2].” This does not change the essential
features of the compactification, so the reader can ignore it for now. |

FIGURE 3. The polar blowup procedure to construct @, shown near .#". Parallel
null lines 7y ¢ which, in M, hit .# " instead asymptote to different points at the front
face of the blowup, nFf.

The manifold-with-corners O is depicted in Figure 4, where we have labeled its faces Pf for past
timelike infinity, nPf for past null infinity, Sf for spacelike infinity, nFf for future null infinity, and
Ff for future timelike infinity. We will refer to O as the octagonal compactification of Minkowski
spacetime, as in the d = 1 case it is literally an octagon, and the faces nPf, Sf, and nFf are
disconnected, each consisting of two components. In this case, it is a slight abuse of terminology to
refer to nPf, Sf, and nFf as faces (rather they are a union of faces), but it is a harmless one.

Now, a key point is that [t| — r is a smooth coordinate along and near the interiors of nPf, nFf.
One way to see why this should be the case is that it implies that, fixing a unit vector v € R? and
looking at the lines

Yvxo = {(t,X) € RLd ‘X =X + Vt}a (20)
the endpoints of 7y x, in nPf UnFf are different for different values of xq - v. This is in contrast to

the situation in M, where Figure 1 shows that these all asymptote to the same point in .#. However,
as depicted in that figure, different values of xq - v lead to 7y x, hitting .# at different angles. It is
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Ff
Supp x nFf
Sf
nPf
Pf

FIGURE 4. A mwc diffeomorphic to @ when d = 2, with labeled faces (left). The
union nPf UnFf is the lift of .# to Q. The lift of future infinity is Ff, the lift of past
infinity is Pf, and the lift of spacelike infinity is Sf. The support conditions on x in
Theorem 2 (right); supp x is denoted in red crosshatch, and x = 1 identically on the
solid red region. The set clg{t? > r2}° is a slightly darker gray.

precisely the different angles that are resolved by performing a polar blowup. This is depicted in
Figure 3.

For each face f of O, let gr € C*°(0Q;R=Y) denote a bdf of f. The statements below will mostly
not depend on the particular choices of bdfs.

We can now state our main theorem, in its cleanest formulation:

Theorem 2. Given the setup above, and given any x € C>®(0Q) supported in clg{t? > r?}° =
clo{t? > 72} \ clo{t? = 7} and identically equal to 1 in some neighborhood of Pf UFf, u has the
form

d/2 d/2 —imVE—r2 d/2 d/2 4imVE—2
u = ug + XQP/f2QF/f2e MV, 4 XQP/fQQF/er“m T (21)
for some ug € S(RV) and some uy € 055032 0%%;C(0) = Njen 05 pr ok 0fpC°(0). [ ]

From this, Theorem 1 follows immediately. (And, in fact, the two theorems are equivalent.)

The support of x is chosen such that (2 — 72)1/2 is a (one-step) polyhomogeneous function on a
neighborhood of supp x. Theorem 2 therefore shows that v is of exponential-polyhomogeneous type
on O, which is a precise way of saying that the five boundary hypersurfaces of O give a complete
set of asymptotic regimes.

The proof of the theorem is in §7, using the results of §3, §5, §6.

One globally-defined choice of o,pt, onps iS

t 1\2 1 1/4
Qi:<(1/1+t2+r2:‘:ﬁ) +1—|—t2—|—7"2> ’ (22)
where ¢o_ = oypt and o1+ = oprt- These can then be used to construct globally-defined bdfs of the
other three faces. Indeed, if o = 1/(1 + 12 +72)1/2 € C°°(M) denotes a bdf of OM, then o/(0? 02 ) is
a bdf of Pf USf UFf, and for each f € {Pf, Sf, Ff}, we can modify this function near the other two
faces to yield of. Alternatively, the bdfs op¢, onpt, OnFf, OFf can be chosen such that, near Ff and

away from clp{r = 0},
[t—r 1
nFf = ) =7 23
OnFf P OFf t_r (23)

and similarly near Pf, with ¢ replaced by —t. The same applies near Sf, except r and ¢ should be
switched:

r—t 1
= 24
t+r BT (24)

near nFf N Sf. This is summarized in Figure 7.

OnFf =
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For the reader who has not seen the octagonal blowup before, we include a proof of the claims
above. It is a straightforward and elementary computation regarding polar coordinates:

Proof. Working near one of the corners of O, we can form O by working in cly{|t| > r} or
clyi{|t| < r} and then blowing up .#. (The results then need to be stitched together at the light
cone.) We illustrate this in cly{¢ > r}, the other cases being similar. Near .7,

ClM{t > ’I“} = [O, 1)1/(t+r) X [0, 1)(t—r)/(t+r) X ngl, (25)

where § = x/r. The function 1/(t + r) is a local bdf of C; and (¢t — r)/(t + r) is a local bdf
of the light cone. It follows that, performing a polar blowup of .#, and staying away from the
light cone, (t —7)/(t + r) serves as a local bdf of the front face nFf of the blowup and the ratio
(1/(t+7))/((t=r)/(t+71)) = 1/(t—r) serves as a local bdf of Ff. This is the exact same computation
as one regarding polar coordinates on R?: when performing a polar blowup

[07 oo)?c,y e [07 OO)T:W X [07 7r/2]gp:tan*1(y/:(:) (26)

of the origin, on the blown up space y = rsin ¢ serves as a local bdf of the front face {r = 0} away
from [0, 00), x {0}, and x/y = cot ¢ serves as a local bdf of [0,00), x {m/2}, in the same set. Just
replace y with (t —r)/(t +r) and = with 1/(t + 7).

Finally, recalling that O = [M; .#;1/2] and not [M; .#], to get g,rr we take the square root of
onrf = (t —7)/(t + 1) to get eq. (23).

As for the claim above that ¢ — r is smooth near any point in the interior of nFf, this is proven
using a slightly different computation: near .,

M = [O, 1)1/(t+r) X (—1, 1)(t—r)/(t+7“) X Sg_l. (27)

So, the claim is equivalent to the observation that, in the polar blowup
[07 oo):c X Ry ~ [07 OO)T:\/m X [_T‘-/Qa 7r/2]g0:tan—1(y/z)’ (28)

the ratio y/x = tan ¢ is smooth away from {¢ = £7/2}. Just replace y with (¢t —r)/(t +r) and =
with 1/(t + r) as before. O

So, to say that some function is smooth at the corner Ff N nFf means that it admits a joint
Taylor series in the coordinates in eq. (23). Similar statements apply regarding the other corners of
0. Near any point in the interior of nPf or nFf, 1/(r + |t|)}/? can be taken as a local bdf. Thus,
smoothness at nPf® UnFf° is closely related to the existence of asymptotic expansions with respect
to light cone coordinates.

We discuss O further in §2.

1.3. Irregularity obstructs decay at null infinity. If the initial data is not rapidly decaying,
then the solution to the IVP is not necessarily rapidly decaying at Sf, nor at nPf U nFf. Conversely,
if the initial data (u(?),u(")) and forcing f satisfy

fe H:Cl—l,s—i-l(Rl-l-d) _ (1 + r2 + t2)_(s+1)/2Hm_1(R1+d)

(u(0)7u(1)) e Hsrcn,erl(Rd) « Hsnclfl,erl(Rd) (29)
for m € N and s € R, where H™*(R%) = (r)=*H™(R?), then one expects u € H*(R'*9) near the
interior of Sf. So the amount of decay of u in the spacelike region is controlled by the amount of
decay of the initial data and the forcing.

At null infinity, a lack of regularity (i.e. smoothness) also obstructs decay. For example, using the
vector-field method, Klainerman [K1a93, Theorems 2 & 3] shows that, in the exact Minkowski case
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with zero forcing (and under an assumption about supports), there exists some ¢ = ¢m g > 0 such
that

fult,x)| < et~ {(t + r)—k/2[§7k+[d/2]fu, ¥o) (t>0,r>t), (30)
(t =7+ D)F2(t + )2 log(t —r + 1)[37“[(1/21 (u,Hy) (t>0,t>r),
where
19 ko 1ayo (0, 20) = O(”u(o)HH;cCHd/ZLkHd/?] &) T Hu(l)HH;ccHd/zw—1,k+rd/21—1(Rd)) (31)

is a quantity depending on the L?(R%) norms of u and its derivatives up to order k + [d/2] on
the Cauchy hypersurface o = {(¢,x) : ¢t = 0}, and similarly for ID Kt [d)2] (u, Hy) on Hy = {(t,x) :

t2 —r2 = 1}. So,
it = of {6 ekt r=t=1/2) 9
u(t,x)| = d+k— d/2— : (32)
OnFf  OFt t=1t>r)

If our initial data only has a finite amount of Sobolev regularity, we can only conclude decay at null
infinity to some corresponding finite order, with one extra order of decay for every extra order of
regularity.

As an instructive example of what can happen when our forcing is not smooth:

Ezample 1.6. Consider the advanced and retarded propagators Dy, D_ € S'(Rb9) for 04 m?. Let
us recall how these arise from the solution of the forward and reverse problems. These read

{Du(t, x) 4+ m2u(t,x) = 6(t) f(x)

33
u(t,x) =0 for +t <0, (33)

for f € S(RY), where the positive choice of sign gives the forward problem and the negative choice
gives the reverse problem. The distributions Dy are the Green’s functions for these problems in the
sense that the unique u € D'(RY?) satisfying eq. (33) is f * D1, where the convolution is in the
spatial variables only. Then, D4 solves

(04 m?)Di(t,x) =, (34)

where § = §(¢)0%(x) € S'(RV?) is a Dirac -function located at the spacetime origin. So, D solves
the Klein—-Gordon equation with a non-smooth forcing.

A straightforward but somewhat nontrivial calculation (that can be found in e.g. [Sch95, §2.3])
reveals that D4 is given by

1 1
Di(t,x) = £ —O(£)5(12 — 1) F = Q(££)O(12 — 1?)—— Jy (mVE2 — 12) (35)
2 4 2 — 2
if d = 3, where J; denotes the Bessel function of the first kind of order one and © denotes a Heaviside
step function. A similar formula holds for other d € N*. The Heaviside step function ©(t) = 1;>¢
in eq. (35) guarantees

supp D (t,x) C {(t,x) € RM : 4+t > 0}. (36)
We highlight the following features of Dy which can be read off eq. (35):

e Outside of any neighborhood U C M of cly{|t| < r} (and in particular away from null
infinity), it follows from the large argument asymptotics of the Bessel function [AS64, §9.2]

that
Dy = |t|—3/2€—im\/t2—r2diﬁ + |t|—3/26—‘,—2'm\/t2—TQdi’Jr (37)

for some di _,ds 4 € C°(M), just as in eq. (7). In particular, the nonsmoothness of the
forcing does not obstruct decay at timelike infinity, as can already be proven using the
sc-calculus.
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e Though the convolution of Dy with any Schwartz function is rapidly decaying at null infinity,
D are themselves not rapidly decaying there:

mo3 1 movl/?  3x
a7 Lo () e o
v = |t| —r and o = (|t| + r)~'/2, where the decay rate of the 0,(0%?) term is uniformly
bounded in v > 0, with a complete asymptotic expansion in g. We therefore have precisely
O(0%/?) decay at null infinity. So, it is indeed the case that the irregularity of the forcing
leads to a lack of decay at null infinity.
It is not at all apparent from eq. (35) why solutions to the forward and reverse problems
with f € S(RY) should be rapidly decaying at null infinity, though this does hold.
e The oscillations in eq. (38) take the form

~ exp(+imv'/2p1), (39)

which implies the presence of a certain sort of wavefront set (at finite frequencies) on the
Penrose diagram P. Notice that if we use 1/r ~ ¢? as a boundary-defining-function here,
this being what is usually done, then eq. (39) is an oscillation at zero sc-frequency. However,
the form of the oscillations suggests instead using what we called o ~ 1/ r1/2 as a bdf. Then,
eq. (39) is at finite sc-frequency with respect to this choice of smooth structure. (This is why
we work with O instead of Q.)
Note that, as v — 07, it is not the case that the sc-frequency
vl/2 1 dv vt/2 dv do

W) =g~ gle= g )
in eq. (39) converges to the zero section of the sc-cotangent bundle. The opposite is true
— the sc-frequency approaches fiber infinity. As v — 0%, the component of the frequency
dual to p, this being & = —v'/2, converges to zero in the relevant sense, but the component
C=v1/2 /2 dual to v blows up, so the overall effect is that the frequency gets large. Again,
we see that the oscillations present in solutions of the Klein—Gordon equation oscillate slowly
along the light cone and rapidly across the light cone.

Since D is identically zero and therefore free of any sort of wavefront set over clg{|t| < r — ¢}
for each € > 0, this example suggests a form of propagation over null infinity, in which singularities
in the interior of the spacetime travel along null geodesics, hit the corner of the appropriate radially
compactified cotangent bundle (see below) over null infinity, and then propagate down into the
fibers while propagating forwards along null infinity. This is shown in Figure 8. |

1.4. Summary of methods. Consider now the form of [J on O:

e Since the interiors of the timelike and spacelike caps of M are canonically diffeomorphic
with the interiors of Pf, Sf, Ff, the operator 00 + m? is a sc-differential operator there.

e At the interior of null infinity on the Penrose diagram, [J has the form 0?(Jy for an (un-
weighted) edge operator [y [HV23]. The same can not be said for 00 + m?, as though we
can write

O+ m? = ¢*(Tp + 0 m?), (41)
072m? is too large as o — 0 to be an unweighted edge operator. Nevertheless, [J + m? can
be regarded as an unweighted “double edge” (abbreviated “de” for short) operator.

2

The double edge operators were introduced by Lauter & Moroianu in [LMO1], and we refer to this
work for a discussion of the double edge calculus in a setting without corners. A key feature is
that the de-calculus is, like the sc-calculus, under symbolic control. This means that de-DOs are
controlled via a suitable notion of principal symbol modulo compact errors. Standard symbolic



12 ETHAN SUSSMAN

constructions from the theory of Kohn—Nirenberg pseudodifferential operators on compact manifolds
go through with straightforward modifications.
In the d = 1 case, the de- structure at null infinity is just the sc- structure at null infinity:

Diff4o(O\(Pf U Sf UFf)) = Diff.(O\(Pf USf UFY)) if d = 1. (42)
(Note that this is not the same thing as the sc- structure on M.) However,
Diff 4 (O\ (Pf U Sf UFT)) C Diffs.(O\(Pf U Sf UFY)) if d > 2. (43)

The reason is that, in the d > 2 case, the angular derivatives are required to vanish to an extra
order versus the sc-differential operators:

0nt0y € Diffo.(O\(Pf U Sf UFY)), 020y € Diffq.(O\(Pf U Sf U Ff)), (44)

where onf = onpronrs, but
oniOp & Diff 4o (O\(Pf U St UFF)). (45)

However, it is actually ¢?;9y that one finds in elements of Diffs.(M), like 0 + m?. This is the
ultimate reason why one must work with the de-calculus instead of the sc-calculus at null infinity;
0O+ m? is in the sc-calculus there, but the vanishing of the angular derivatives make it degenerate
from that perspective. In the example above, the oscillations present in the examined functions
Dy were present only at zero angular momentum; this effectively reduced us to the d = 1 case.
This is why it sufficed to talk about “sc-frequencies” and not “de-frequencies” while discussing the
oscillations at null infinity. Going forwards, only the latter will be referenced vis-a-vis the situation
in the interior of null infinity.

The structure of [J+ m? suggests that, in order to analyze the Klein-Gordon equation everywhere
on O, including the corners, we define a pseudodifferential calculus

\Ilde,sc = \I/de,sc(())) = U U ‘IJZ?;SC (46)
meR seR>

consisting of pseudodifferential operators (¥DOs) that are sc-UDOs at Pf, Sf, Ff and de-¥DOs at
nPf nFf, being in an appropriate sense both simultaneously at the corners of 0. This calculus
will arise by “quantizing” a C*°(Q)-module Ve s of de,sc-vector fields on O. Roughly, these are
smooth vector fields on R1% which are sc-vector fields at Pf, Sf, Ff and de-vector fields at nPf, nFf.
A precise version of this definition appears later (eq. (78), eq. (120)). It turns out that an equivalent,
but less transparent, global definition is

Vde,sc - SpanCOO((O)) {pnpranata pnpranaasj7p;f%fp;Fl‘fXO(am +87‘)7 XOrilaek : .7 < d7 k < d— 1}7 (47)

where xo € C°°(M) is some fixed function supported away from cly{tr = 0} and identically equal
to 1 near null infinity (so that xo(d + 0;), Xor 10y, are smooth vector fields, defined using the
coordinate system ¢, 7,07, ...,04_1).

Of course, we have a corresponding algebra Diff g o (O) of de,sc-differential operators with smooth
coefficients.

In eq. (46),

M, (SPE,SnPf:SSESnFf:SFF) _ —Spy —Sypf —SSf ,—SnFf ,—SFfy, M0
de,sc = Opt' Onpf Ot Oupi Ot Ve e (48)

so m is the “differential order” and s € R® measures decay at the five different faces of Q. Like the
constituent de- and sc- calculi, the de,sc-calculus is under symbolic control. The relevant symbols
are precisely conormal functions on a compactification

deseT*Q <= T*RM (49)
of the cotangent bundle of Minkowski space. This is the entire space of a B!*?-bundle 97 :

descT*Q) — O over @. Tt is canonically diffeomorphic to T M away from null infinity and 970
away from timelike and spacelike infinity. See §2.
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The connection between the geometric setup here and the hyperbolic coordinates employed in
[K1a93] is discussed in §3. As far as asymptotic expansions are concerned, the two are not equivalent
in general, but for the application to Theorem 2 we need only consider functions decaying rapidly
at null infinity, for which the distinction is not important. One selling point of O is that, like the
Klein—Gordon equation itself, it is Poincaré invariant in the sense that the elements of the Poincaré
group lift to diffeomorphisms of @ (Proposition 2.1). In contrast, hyperbolic coordinate systems do
not interact well with translations (Remark 3.1). The Poincaré invariance of the approach here is
therefore a feature, though we still use hyperbolic coordinates to extract the asymptotic expansions
at Pf U Ff.

The d’Alembertian O = g, lies in Diff° dese © \I/(zieosC This is a consequence of the fact that
the Minkowski metric is a de,sc-metric. Later we check this claim directly (Proposition 2.3). A
complication is that

0y, 0, € Diff 201010 pjggl 0

de,sc

(50)

de,sc?

and not 0, 0y, € lef(lieosc The particular linear combination of derivatives appearing in [ has

cancellations at null 1nﬁn1ty, and so one gets

Oe v (51)

de sc

and not merely O € \113;3(2;2’0’2’0).

p € C®(T*RY4) defined by

We will perform these computations in §2. The function

d d
prrdt+ Y &da e 2+ > & +m? (52)

i=1 i=1
defines an element of ai;OSC(D + m?), where ai;osc denotes a to-be-defined “de,sc- (joint) principal
Symbol map.” This will also be checked later (Proposition 2.7). Of course, p is the full symbol of
O+ m? in the uniform Kohn-Nirenberg calculus, and thus p € 02°(0 + m?), but neither of these
obviously imply that p is sufficient to represent the principal de,sc-symbol. A priori, it is not even

obvious that p is a symbol on the de,sc- phase space. These statements must be checked.

A consequence of p € ade SC(D +m?) is that commutators of [J + m? with de,sc-WDOs have
de,sc- principal symbols given by Poisson brackets of their symbols with p. We can therefore prove
propagation estimates in the usual way, via the construction of a positive commutator, for which
one constructs symbols that are monotone along the (appropriately scaled) de,sc-Hamiltonian flow

H 2
H — 0df p — Qdf [ Zgz :| c V de, SCT @) (53)
OPf OnPf 0Sf OnFf OFf OPf OnPf 0Sf OnFf OFf
on the de,sc-characteristic set
Sm = Charje, (0 +m?) =5~ ({0}) N (94T 0). (54)

Here, £ is the frequency coordinate dual to z, and 7 is the frequency coordinate dual to ¢; additionally,
pE Coo(de’SCT*@; R) is the function p = Q(Qifp, where oq¢ denotes a defining function of fiber infinity

df = 9%°§*0 C 4*T 0. (55)
We will study the structure of the Hamiltonian flow
D, = exp(Hpe) : 45T Q — 45T Q (56)

in §4. In the d =1 case, the ﬂow restricted to one component ¥,  of ¥, is depicted in Figure 5.
More specifically, ¥m + C deseT(Q) is the sheet of ¥ on which the temporal frequency 7 satisfies
+7 > 0.
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As seen in the figure, H, vanishes at several points on Emvi.l We split the vanishing set of H,,
into several components,

RERENENE CE CE KE KE AT AT C Sy (57)

our radial sets. We abbreviate R = T\’,i UR-ZURTU R and likewise for the other radial sets. The
radial sets RT, RZ, RT, R depend on m, but we omit this from the notation. The sign in the
superscript denotes which sheet of the characteristic set the component lies in, with a positive sign
denoting positive 7 component, and the sign in the subscript denotes which half-space clg{+t > 0}
the component lies in. The interpretation of the different radial sets is as follows:

e The radial sets Rf, RE, located over the timelike caps, are where the de,sc-wavefront set
associated with the oscillations of the asymptotic tails of solutions of the Klein—-Gordon IVP
lives,

o N, N* are the endpoints of the Hamiltonian flow along which singularities in the interior
of the spacetime (including singularities in initial data) propagate, thus are the entryway for
singularities in the interior to the fibers over null infinity,

o CE,C% KL, KT are the parts of the corners of the de,sc-phase space lying in the portion
of the characteristic set ¥, with zero momentum in the directions dual to the angular
coordinates, and not already in one of the A/’s; C is over the corner with timelike infinity
and /K is over the corner with spacelike infinity, and

o AT, A% are additional radial sets that show up only in the (14d)-dimensional case for d > 2
and are therefore not depicted in Figure 5 (but see Figure 12 and Figure 13). These can be
probed via families of null geodesics with large angular momentum.

The simplest of the radial sets to define are R¥, Rf Identifying de7SCTf§foUTf0@ with SCTE_UCJ\/JI,
R:E = Clde,scT*@(RE)t ﬂ Sc'ﬂ-_l(C_))

58
Ri - Clde,scT*@(RE)t N SC7T_1(C+)>, ( )

where
Rg = Graph(xmdvt% — r2?|c_uc,) (59)

are the two (disconnected) radial sets of the usual sc-Hamiltonian flow on %°7 : T M — M, one in
each sheet, depicted in Figure 2. In other words, for each o € {—,+},

RE = clacser-oWFe (eFMVE) nsen=1(C,). (60)

portion of sc-characteristic set over base infinity

This substantiates the description above: the radial set R is where the de,sc-wavefront set associated
with the oscillations of the asymptotic tails of solutions of the Klein—Gordon IVP lives. In contrast
to Ry, the radial set R does not hit fiber infinity. See Figure 5, where this is indicated. Consequently,
we have well-behaved notions of module regularity associated with R. These are discussed below, in
§3.2, and put to work elsewhere in the paper.

A quick way of seeing that R does not hit fiber infinity is the following. Since (t? — r2)1/2 =
1/(onrrort) near nFf N Ff,

tmd f—ﬁzxm( donrs " dorr ) (61)

2 2
OnreOFf OnFfOFf

LWhen we speak of b-vector fields vanishing, we always mean vanishing only as smooth vector fields, i.e. the usual
sense. For example, 9, € V[0, 00), is vanishing at = 0, even though it is a nonvanishing section of the b-tangent
bundle PT[0,00).. So, a vanishing point of H, on a boundary component f of the de,sc-phase space is a vanishing
point of the induced flow on f.



MASSIVE WAVE PROPAGATION NEAR NULL INFINITY 15

The right-hand side is a typical example of a nonvanishing and nonsingular de,sc- one-form (see
§2.2). Since the sc- radial set Ry is the graph of the left-hand side over the timelike caps of M, it
must be the case that R is the graph of the left-hand side of eq. (61) over Pf U Ff:

GOy S| ) c T, ©2
OnrfOFf  OnFfOp¢’ 'Tf
Tf € {Pf,Ff}. The difference is that, since the right-hand side of eq. (61) is nonsingular as a de,sc-
one-form, R does not hit fiber infinity.

Note that R can be identified with Ry over the interior of the timelike caps.

When studying the IVP in §7.1, control is propagated through the radial sets (starting at a
neighborhood of the Cauchy hypersurface ¥y and ending at R) in the following order:

A, M\~ 1(Tf nnf), K,C, N, R. (63)

In §7.2, we will also study the scattering problem, which consists of specifying incoming data at
t = —oo. When doing so, control is propagated through the radial sets (starting at R_ and ending
at a neighborhood of %) in the following order:

RE, NHE\deser—1(Sf nnPf),CcT, KH N T, AT, (64)

RE = Graph{$m(

on the 7 > 0 sheet (Figure 5) and

R-, N\~ 1(Sf NnPf),C~, K-, N =, A", (65)

on the other. Then, once control is known near ¥y, control can be propagated forwards as in the
Cauchy problem, in the same order as eq. (63), ending at R4. The backwards scattering problem,
in which outgoing data is specified, is of course similar.

Remark 1.7. Note the flow segments, the darker arrows in Figure 5, connecting the two endpoints
of each component of A/. As a consequence of the existence of this N-to-N path, we are forced to
prove two separate radial point estimates at A/: one in which control is propagated into a proper
portion (a “ray,” beginning over spacelike or timelike infinity, stopping short of the other corner)
and another in which the whole is controlled altogether. For unsurprising technical reasons, the
former is somewhat subtle. We only prove the estimates needed here, though we do not rule out
that more can be said. |

Hintz and Vasy [HV23] have recently investigated massless wave propagation near null infinity
using fully microlocal tools very similar to those used here. In contrast to the de,sc-calculus
employed below, their e,b-calculus is not symbolic, for the same reason that the e- (“edge”) and
b- (“boundary”) calculi are not symbolic. While this is necessary when studying massless wave
propagation, for which radiation must be understood, this means that Hintz and Vasy do not study
propagation at finite frequencies. For the reasons sketched above, finite frequencies are important
in understanding massive wave propagation. The purely symbolic de,sc-calculus turns out to be
well-suited for this purpose.

The radial sets NV, C, K, A previously appeared in [HV23] under different aliases. The inclusion
S*RL4 s desc§ Q) extends to a diffeomorphism

e,bS*@) N de’SCS*@, (66)

so fiber infinity of the de,sc-cotangent bundle is canonically identifiable with fiber infinity of the
e,b-cotangent bundle. So, besides the fiber radial direction, the situation at fiber infinity is the same
here as in [HV23]. In [HV23], the authors use terminology which, while fitting for the analysis at
fiber infinity, is misleading when the flow in the de,sc-fiber radial directions is considered. From their
e,b-perspective, the components of N/ are global sources and sinks. From the de,sc-perspective, this
role is instead played by R. More confusingly, de,sc-singularities can propagate from N N3s¢r=1(Sf)
through the interior of the fibers of the de,sc-cotangent bundle back up to K (as can be seen in



16 ETHAN SUSSMAN

FIGURE 5. The de,sc-Hamiltonian flow within one sheet of the de,sc-characteristic
set ¥m 4, when d = 1 (in which case de,sc- means sc,sc-). When d =1, ¥, 4 consists
of two octagons, one of which contains the left-moving points at fiber infinity and
the other of which contains the right-moving points, connected by the characteristic
set over the boundary. Conventions are mostly as in Figure 2; due to difficulties with
perspective, we have depicted ¥, 4 from two points of view, with one component of
fiber infinity hidden in each perspective. Fiber infinity is depicted in dark gray. Fach
of the lighter quadrilateral panels depicts the portion of ¥, + over one of the faces
f € {Pf,nPF,Sf, nFf,Ff}. (Since d = 1, nPf, Sf, nFf each consist of two connected
components.) The radial sets, R, C, N/, I, are depicted in various colors. The source
of the flow is R, and, correspondingly, the sink is Ri The set R is, away from its
endpoints, identifiable with the sc-radial set R depicted in Figure 2. This is why
they are both colored red. The other six radial sets (each of which, because d =1,
consists of two connected components, only one of which is labeled above) are saddle
points. The flow in ¥, _ looks similar, with the arrows reversed.

Figure 5), so N is not even a source/sink for the flow between the radial sets already studied in
[HV23] once one considers the fiber radial component of the flow. So, some terminological change is
necessary.

Finally, we point out recent work [GRHG23] of Gell-Redman, Gomes, and Hassell on the nonlinear
Schrodinger equation. Their regularity theory bears some similarities to the test modules used below,
but it does not appear possible to straightforwardly apply their approach to the Klein—Gordon
equation.

Remark 1.8 (Comparing Wge «c(0)- and Wy (M)- frequency variables). The reader may wonder how
de,sc- frequencies compare to sc-frequencies (where by “sc-frequency” we mean ordinary frequencies,
i.e. coordinates in the usual phase space *“T*M, not ***°T*0Q). After all, our main selling point for
the de,sc- framework is that the oscillations present in solutions of the Cauchy problem for the
Klein—Gordon equation lie at finite de,sc- frequency, whereas we saw above and in Figure 2 that
the same is not true in the original sc-framework. Thus, some finite de,sc-frequencies correspond
to infinite sc-frequencies. On the other hand, eq. (50) indicates that a typical sc-frequency lies
at infinite de,sc-frequency. Another manifestation of this is that, in the de,sc-phase space, all
bicharacteristics of the Hamiltonian flow over spacelike infinity end at (de,sc-)fiber infinity (see
Figure 5), whereas this is not true in the sc-phase space. So, de,sc-frequencies are, in general, neither
larger nor smaller than sc-frequencies; they are larger in one direction, but smaller in another.
Let us make this concrete, at least in 141D, where de- just means sc- (so de,sc- means sc,sc-).
So, we are comparing *“IT*M with *>*“T*0 and asking how functions whose oscillations correspond
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to points in these two bundles differ. To avoid confusion, we will speak of Wy and Ve sc = Yse se-
frequencies. We will only discuss the situation near points in the interior of null infinity. Recall that
functions on RM! that oscillate with finite Ws.-frequency look like plane waves exp(i(tw + zZ)), for
w,Z € R. Written in terms of the coordinates v =t — z and ¢ = 1/(|t| + 2)/2, such a plane wave
takes the form

) _ w+=
exp [5 (w-2)p+ p: )i (67)
On the other hand, a function whose oscillations lie at finite Wg. sc-frequency looks like
exp [ (cv+€)] (68)
Y

near points in the interior of null infinity, for some £, € R. This is analogous to how the plane
wave exp(ifx + iCy) on R2  looks when written in terms of 1/r and ¢ = arctan(y/z):

i

s (69)

exp(ifx + iCy) = exp(ir(§ cos ¢ + (sinp)) ~ exp [

for small ¢; just replace 1/r with ¢ and ¢ with v. Comparing eq. (67) and eq. (68), we see that
the function with finite Wqe - frequency is oscillating more slowly as ¢ — 0% for v fixed, and is
oscillating more rapidly as v varies for p fixed but very small. This comparison is summarized in
Figure 6. At the end of §1.1, we saw that the oscillations exp(+im+/t? — r?) present in solutions
of the Klein—Gordon equation are, when compared to plane waves, oscillating slowly along the
light cone and oscillating more rapidly in the direction across it. These are exactly the sorts of
oscillations that the de,sc-calculus is apparently designed to detect (as we already saw in eq. (61)).
With regards to the d > 2 case, we just mention that oscillations in the angular variables 6 = x/r
have finite Wg4e sc-frequency if and only if they have finite Wq.-frequency in the ordinary sense. Thus,
an oscillation such as exp(io~'nf;), for n € R, is typical of both frameworks. In the previous

sentence, 01, ...,604_1 is some local coordinate chart on ngl = Si?rl. So, in summary: compared to
Uy (M), the de,sc- calculus detects oscillations that are slower along the light cone, faster across the
light cone, and comparable in the (spatial) angular directions. |

Remark 1.9 (Diffraction at null infinity). One defect of the de,sc- framework for analyzing the Klein—
Gordon equation when the coeflicients are well-behaved already on M is that, because the de,sc-
Hamiltonian flow over Sf° tends to fiber infinity as it approaches null infinity, different sc-frequencies
over Sf° are scrambled by the flow. Consequently, it is not possible in the de,sc-framework to track
individual frequencies from Sf° to Pf°, Ff°. In contrast, this is possible when working with W, (M);
see Figure 2. Instead, the de,sc- propagation results in §5 predict that a single frequency over Sf°
propagates to infinitely many frequencies over Pf°, Ff°. While this possibility cannot be realized
when the PDE is analyzable in Wy (M), we expect it to be realized when the coefficients of the PDE
are only well-behaved on @ and not on M, as is the case when the metric is that of a radiative
spacetime. This phenomenon is reminiscent of diffraction, the generation of spherical waves when an
incoming wave hits a singular point in a manifold. In this case, the singular “point” is .# C OM. W

Index of notation. The following notation is used in more than one section:

e M = RL4 the radial compactification of spacetime. When we want to indicate the dimension,
we use a superscript. For example, M"! is the radial compactification of R

The (open) timelike caps of M are denoted Cy, with C the future timelike cap and C_

the past timelike cap. The components are null infinity are #*, and spacelike infinity is 7°.

We typically use subscripts to denote whether an object is related to the future or the past.

One exception is .#*, for which a superscript is standard.
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FIGURE 6. A comparison, drawn on the Penrose diagram P < R, of the sorts of
oscillations measured by Wy (M) (left), fast in the outgoing direction and slow in
the tangential direction, and the sorts of oscillations measured by Wqe ¢.(Q) (right),
fast in the tangential direction and slow in the outgoing direction. In each case, the
oscillations get faster as they approach the boundary, and it is really how fast this
occurs that matters, but this is not depicted.

0 + R the octagonal compactification of spacetime, defined in §2.1 by blowing up null
infinity in M and then modifying the smooth structure. We use Qg to denote the same
manifold-with-corners but without the change of smooth structure.

e Pf nPf Sf nFf Ff various boundary hypersurfaces of Q. In each case, f stands for face.
e Tf, used to denote one of Pf, Ff, for “timelike face.” nf, used to denote one of nPf,nFf, for

“null face.” Of, used to denote one of Pf, Sf Ff, for “other face” (in contrast to nf).
Qnere+,7, for T > 0, used to denote a particular coordinate chart (really, the domain thereof),
defined in §2, near the timelike corner of null infinity, Tf Nnf. Similarly, Q¢+ g, for R > 0,
is the domain of a coordinate chart over the spacelike corner of null infinity. By varying
T, R, we can cover all of null infinity.

e or, used to denote a boundary-defining-function of the face f.
e V,(M), the C°°(M)-module of b-vector fields on a manifold-with-corners M, i.e. the smooth

vector fields (where smooth means extendable to a bigger manifold-without-boundary that
M can be assumed to be embedded in) tangent to all of the boundary hypersurfaces thereof.
The algebra of differential operators generated over C°°(M) by the b-vector fields is denoted
Diffy, (M).
Ve, the C°°(M)-module of vector fields on M of the form (1 + 72 +¢2)~1/2V for V € V,(M).
The “scattering vector fields.”
Vde,sc, the C°°(0)-module of de,sc-vector fields on O, defined locally in eq. (78), eq. (120),
and globally in eq. (47).
Ve sc; the calculus of pseudodifferential operators arising via quantizing Ve sc; see §2.3. We
use Hgé’zc to denote the corresponding scale of Sobolev spaces, where m € R,s € R>. If
instead of ‘U’ we write Diff , then this indicates the subset consisting of differential operators.
WFZZ’;C denotes wavefront set relative to Hg;:;c, and WF&G,SC(A) denotes the de,sc-notion
of essential support of a pseudodifferential operator A. ogegsc is the map taking de,sc-
pseudodifferential operators to their principal symbols.
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Throughout this work, we use sans-serif typestyle to denote pentuples of real numbers.
For example,
gt = Vil (70)
is the set of de,sc- operators that are first order in every sense. Similarly, 0 = (0, 0,0, 0,0),
SO \Ijgﬁsc is the space of de,sc- operators that are zeroth order in every sense, i.e. de,sc-
microlocalizers. The reason for using sans-serif here is that, in microlocal work on the Klein—
Gordon and Helmholtz equations following [Vas18] — see e.g. [Vas20][GR+20; GRHG23] —
sans-serif is used to denote variable orders. We do not use variable orders here, but in \I/g;’,ssc,
the pentuple s € R® functions a bit like a variable order, allowing us to consider different
decay rates at different faces of Q.

Diffy.%., the elements of W% that are differential operators.

deseT*Q - T*RM, the manifold-with-corners arising from compactifying the fibers of the
bundle dual to that whose smooth sections are Vgesc. See §2.2. The line in T indicates the
radial compactification in the fibers.

e Fiber infinity in 957”0 = T*RY will be denoted df or 95¢S*Q.

e Throughout, “S*®” is used to denote various function spaces of symbols, whereas “A®” is
used to denote function spaces of partially polyhomogeneous functions; see the beginning of
§3.3 for a summary of our notation regarding the latter.

¢,&,m denote various smooth frequency coordinates on 9©5T*Q. Various such choices are in
§2.2. Always, n denotes a frequency variable dual to an angular variable, whereas {, £ mix
the frequency variables dual to ¢, r.

Ym, the de,sc-characteristic set of the Minkowski Klein—Gordon operator with mass m > 0.
This set has two connected components, one corresponding to positive-energy solutions and
one corresponding to negative-energy solutions. These are distinguished by writing Y 4.

When writing ¥m,[g], this means the characteristic set of the Klein—-Gordon operator with
an asymptotically Minkowski metric g instead of the exact Minkowski metric. These differ
only in df, the boundary of 45T Q consisting of “fiber infinity.” More generally, when we
write “e[g],” this denotes that the Minkowski metric should be replaced by g in the definition
of e.

P = PJg], the Klein—Gordon operator under consideration. When we write P, we do not
(necessarily) mean [0 + m?2. This is therefore an exception to the previous rule: “P” is not
an abbreviation for P[gy].

plg], the de,sc- principal symbol of the Klein-Gordon operator under consideration; p just
means the symbol of 00+ m?.

e Blg] = oiplg] € C(4T"0).

e H,c V(T*Rl’d), the Hamiltonian vector field associated to a symbol p.

e H, the Hamiltonian vector field, but multiplied by some boundary-defining-functions so as
to become a b-vector field on 95T Q. See eq. (53).

R,C,N,K, A, various subsets of the characteristic set where H,, vanishes (in the ordinary
sense, meaning as a section of the extendable cotangent bundle on the compactified phase
space); see §4. The ultimate sources and sinks of the flow are R, and these are traditionally
denoted “R. The sets C, K lie in corners in the d = 1 case, and the notation stands for
“corner.” N lies over all of null infinity; the notation stands for “null.” Finally, A, the radial
set at high angular momentum; the notation can be taken to stand for “angular.”

In R;, for ¢,o signs, the subscript denotes whether the radial set is over future or
past timelike infinity, and the superscript denotes which component of the two-sheeted
characteristic set the radial set is in. Omitting a sign means taking a union over the two
possibilities. Similar notation is used for C, N, K, A.
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e O, M, modules of operators characteristic on R or related sets. These are defined in eq. (189),
eq. (190); a few others are defined later in §3.2. For example, adding “s,0” as a sub or
superscript means that these modules are defined using only R¢,.

im?lf denotes the space of differential operators formed by composing « elements of 9t
and k elements of 1.

ng:fk denotes the Sobolev space of distributions with £ € N units of 9i-regularity and
and k € N units of 9-regularity relative to g';’zc, which means
ue HPSh e o™hy € HJYS . (71)

Since 1 € Mk, grosimk ¢ pms

de,sc de,sc*
e clx{e}, used throughout to denote the closure of {e} in the space X.

In a few places in this paper, we will have occasion to refer to boundary fibration structures
besides the b-, sc-, and de,sc- structures. For each, we will use the standard Melrosian notation
[Mel95], always analogous to the conventions explained here for the de,sc- case. None of these
other structures are essential for understanding the thrust of this paper. Moreover, no b-¥DOs are
required.

2. THE OCTAGONAL COMPACTIFICATION O

We now discuss the octagonal compactification of R, In §2.1, we describe the compactification
itself. In §2.2, we briefly discuss the de,sc-phase space — here, we will describe some coordinate
systems that will be used in §4. In §2.3, we outline the construction and features of the symbolic
WDO calculus whose symbols live on that phase space. This includes a discussion of de,sc-based
Sobolev spaces and associated wavefront sets, with respect to which the analysis in §5 will be
phrased.

2.1. The Base Space. We repeat the definitions of some of the important subsets of OM. Let

o JE =M Ncly{(t,x) € RM : £t =r},

o O = (OMNcly{(t,x) € RM : £ > r})\ Iy,

e and ¥ = (OM Ncly{(t,x) € RV : 2 < P2\ (L~ U F£T).
(Note that i, Oy are relatively open subsets of OM.) “Null infinity,” .#, when referring to a subset
of M, then refers to .#~ U.#*, and timelike infinity refers to C_ U C,. Spacelike infinity is i”. The
sets .#_, ., are Poincaré invariant in the sense that, if A : R4 — R4 is an element of the Poincaré
group (i.e. the group of affine maps preserving the metric), then A extends to a diffeomorphism of
M, under which . are closed.

In the introduction, we defined the octagonal compactification R!*? — Q = Q¢ by

0 = [M; {5, 7, };1/2] = [M;.#;1/2), (72)

i.e. we first perform a polar blowup of the boundary submanifolds .#_, ., (in whichever order — the
two possible orders give rise to equivalent compactifications) and then modify the smooth structure
at the front face(s) of the blowups using the coordinate change o +— 0'/2. In other words, if we set

O = [M; {f_,,ﬂ+}], (73)

then @ = Q9 at the level of sets, and if ¢ denotes a bdf of the front face (or a front face) of this
blowup, then 0'/2 denotes a bdf of the corresponding face of ©.

We will only write the “1,d” label on O%¢ when necessary. Otherwise, d > 1 should be assumed
to be arbitrary.

We use bd : O — M to denote the blowdown map.

For convenience, we can take 0° = M° = R4 with bd|ge = idgi+d, along with

O\ (nPf UnFf) = M\(7_ U .7,). (74)
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FIGURE 7. A closeup, near .# 7, of the polar blowup used to create Q.

Before, these equalities were instead canonical diffeomorphisms. It is a matter of convenience to
promote them to equalities at the level of sets, this just making literal some conventional abuses of
notation.

The octagonal compactification is Poincaré invariant:

Proposition 2.1. If A is any element of the Poincaré group, then A extends to an automorphism
of O under which each boundary hypersurface is a closed set. |

Proof. We observe, first of all, that it suffices to prove the proposition for Qg in place of Q. Indeed,
suppose that A extends to an automorphism At : @y — Qg fixing each boundary hypersurface.
We only need to check that this map is actually smooth with respect to the smooth structure of Q.
(Then, after applying the same reasoning to the inverse, we can conclude that Aexy € Aut(Q).) To
see this, note that, letting pf o denote any bdf for f € {Pf, nPf, Sf, nFf, Ff} in Qo,

0f,0© Aext € Qf,OC’OO ((O)O; R+) (75)

Since we can take gro = gf unless f € {nPf,nFf}, gf o Aexi € 0sC(0p; RT) C C*°(0) for each
f € {Pf,Sf,Ff}. Taking square roots of eq. (75),

0t © Aext € 0sC™(Qp; RT) C 0;C™(0) (76)

for f € {nPf,nFf}. So, indeed, it suffices to prove the claim made in the proposition for Qp in place
of Q.

We recall [Mel94, Lemma 1] that any invertible affine transformation R'*?¢ — R1+% extends to
a diffeomorphism of M and that any translation extends to a diffeomorphism under which every
point of OM is fixed. Of course, each of i, Cy, .#* is also closed under the action of any element
of the Lorentz group. The claim of the proposition (for Qp) then follows from the lemma that
any diffeomorphism of any manifold-with-boundary X fixing (but not necessarily acting as the
identity on) a submanifold S C 90X and each of the components of 9X\S lifts to a diffeomorphism
of the mwc [X; S], with the lift fixing each boundary hypersurface. This is a reformulation of the
coordinate invariance of polar blowups, which follows from the fact that [ XS] is, in a neighborhood
of the lift of S, diffeomorphic to the outward pointed normal bundle *N*S of S [Mel]. O

Example 2.2. Consider the d = 1 case, and the Lorentz boost

_ (cosh(p) sinh(p)
= (Sn5) oon(3) (77)

with rapidity 8 € R. Then, using the local bdfs for nFf, Ff given in eq. (23), one calculates
onrt © A = exp(—f)onrs and gpr o A = exp(B)ors. So, A extends to a diffeomorphism of some
neighborhood of nFf N Ff, where, in the coordinates (onrt, orf), it is linear. [
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In the previous proposition, it is key that .# was constructed using a polar blowup and not some
other quasihomogeneous blowup. Indeed, we will see in the next section (see Remark 3.1) that
the conclusion of Proposition 2.1 is false for the parabolic blowup [M; .#]par, which is related to
hyperbolic coordinates.

Next, we define the algebra Diffge 5. (0) of de,sc-differential operators. First, we define Vge s to be
the C*°(0)-module of smooth vector fields on R"? which, away from null infinity, are just sc-vector
fields (i.e. in the C°°(M)-module generated by constant-coefficient vector fields), and which, near a
corner nf N Of of O, are of the form

¢Qif@0fag,lfv anfQQOfagoﬁ wgifQOfV Ve V(Sd_l)a (78)

where 1) € C°°(Q) contains no other corners of O in its support. Here, nf € {nPf nFf}, Of €
{Pf,Sf,Ff}, depending on which corner is under examination.

We will have to check that this definition of Ve s is consistent with eq. (47).

Now define Diffgz’gc(@)) to be the C*(0)-submodule of Diff”(R!¢) spanned by products of
de,sc-vector fields, and let

crm,s —s yeam,0 o 5
Dlﬁde’sc - 10 Dlﬁde7sc7 S = (SPf7 SnPf) SSf’ SHFf} SFf) S R 3

S SPf SnPf Ssf SnFf SPf (79)
-S _ TSP —SnP - —SnF —SF
P~ =Ppt Pnpf Psf PuFf Prf -

For the most part, we work away from cly{r = 0} = clp{r = 0}. This allows us to work with
(spatial) polar coordinates. Let O = Q\clg{r = 0}. This is canonically diffeomorphic to O x Si?rlv
where

0 =0""\clgui{(t,7) € R} : 7 < 0}, (80)
This mwe is noncompact (we do not add a boundary face corresponding to » = 0). The interior is
equal to {(t,r) € Rb :r > 0}. Then, we have a diffeomorphism

R x R* x S — 0° = R\ {r = 0}, (81)

(t,r,0) — (t,r0), which extends to a diffeomorphism O x §%! — Q. We will abuse notation below
and conflate O x S9! with O.

We will make use of the following coordinate charts for Q. In the following, if S C 0, then S°
denotes the usual topological notion of interior,

S° = S\clg(0\S). (82)

In particular, S° is allowed to have points in 8O.
o (The timelike corner of null infinity.) For each T' > 0, let

A

anff;bT = (Cl@{’t’ +T >r £t > 0})0, (83)

N A

and let gne : Quere+ 7 — [0,00) and o1f : Quere 47 — [0, 00) be defined by ons = (Jt| — 7 +
T)Y2/(|t] + 7+ T)Y? and gr¢ = (|t| — 7+ T) 1. Then, (0ur, 01¢) : Querre,r — [0,00)% is a
coordinate chart on Q. Solving for r,¢ in terms of o, o7%,

t = x((20%01¢) (1 + 03p) — 1),

_ (84)
r = (2050mt) (1 — of)-
For later use, we record the partial derivatives
dort o Oont 1 2
— = , =+—(1- , 85
ot Fors ot 2( Onf) Onf OTF (85)

ot O0nt 1
o = 07t 87: = —5(1 + 02¢) ontOTY- (86)
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e (The spacelike corner of null infinity.) For each R > 0, let
Quest ok = (clof{[t| <7+ R, £t > 0})° (87)
and let ong : anSf,j;R — [0,00) and pss : anSf,i,R — [0, 00) be defined by onr = (r — |t| +

R)Y2/(r + [t| + R)"/? and gg = (r — |t| + R)~'. Then, (uf, 0s1) : Qutst +.r — [0,00)% is a
coordinate chart on Q. Solving for r, ¢ in terms of gu¢, 05, we have

r=(2050st) (1 +0a) — R (88)
= +(20%00s6) (1 — 0%). (89)
The partial derivatives are

Oost 2 Oont 1 2
_ — (1 . 90
ot 058t ot ?2( + Ont) OnfOSE (90)

Oost o Oont _ 1 9

— = —(1— n . 91
5, = %6 2( Ot ) Onf OSE (91)

Let Qq = Q¢ x S971.
Proposition 2.3. On 0, the d’Alembertian O is given by the following:

o in Quere 47,

0= o +2 3 0" a2 O (92)
anQTf do 2 anQTf DondoTs OnfOTF 0an’
and
o in Qs+ R,
H? 0?2 0
O = +op0di o — 205008 55— + 0305, 93
nf YSf aggf nf USf aana,QSf nf YSf 8an ( )

where we are identifying the coordinate patches an'[‘f’iﬂ", anSf’i,R and their images in R? under
the coordinate charts above. [

Proof. The first formula is the result of using eq. (85), eq. (86) to replace

0  Oonr O dore O 1 9 0 5 0
= = = (1 — 0%)0nt 0Tt 5 T Ot —
ot Ot Oont + ot 0ot 2( an)g tert 00nt + o dor (94)
J _ Oour 0 +8QTf 0 __1(1+ 2 ) d 42 0
or  or Oonf or 0oty ~ 9 Ont anQTfTan QTfia or
in 0 = 02 — 92. The second formula is the result of using eq. (90), eq. (91) to replace
0  Ognr O Oost 0O 1 9 0 5 0
_——= = - 1 n D :l: I
ot Ot Do | Ot Dost Fo(L+ aue)ontost dont P Dost (95)
0 Oow 0 dost 0 +1(1 — o) 9 5 0
or — Or dons  Or dosr 2 Ont) OOt G o~ P Dt
O

So, in the d = 1 case, O € lefde «(Q@). The first derivative terms in eq. (92), eq. (93) are
subprincipal, being subleading by one order in every possible sense.

Proposition 2.4. For any m,s € R, Diff”*(M) C Diff}! m,(8,28+m,s,2s+m,s) (0). |

de,sc

Proof. From eq. (94), eq. (95). O

Proposition 2.5. O € Diff>°_(0). [

de,sc
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Proof. Since O € Diff%%(M), it suffices to restrict attention to a neighborhood of null infinity, where
we can use spherical coordinates 1n the spatial variables. Then, the computation above shows
that the 97 — 02 terms are in Diff2? (0). The angular derivatives have the form 7"*189]., where

de,sc
01,...,04_1 is a coordinate chart on Sd L. Since
r~! € oproprostonproreC(0) (96)
near null infinity, this yields r_lﬁgj € Vdesc. Their contribution to O is therefore in Diff? d’e «(0).

Finally, the spatial Laplacian A in [J has a term (d — 1)r~'9, € Diff,~1. By Proposition 2.4, this
lies in Diff> O

de,sc*

Recall that if M is a compact mwe, F (M) is the set of its faces, and gf denotes a bdf of f € F(M),
then we have an LCTVS (Hausdorff locally convex topological vector space)

san=N[ II e]c> ﬂ(][H Mﬁ? (97)

s€ER  feF(M) sERkEN feF(M

of “Schwartz” functions. When M = M, then this is just the usual set of Schwartz functions on
RL4 = RF4, Identifying smooth functions on mwes with their restrictions to interiors, S(R"?) =
S(0). Indeed:

Proof. e S(R") C S(0): The blowdown map @ — M is smooth, so any Schwartz function
on Rb extends to a smooth function on Q. If o € C*(M) is a bdf of M in M, then

o€ QPfQ?leQSfQ?lFfQFfCOO(@). Consequently,

) °C>=(M) C S(0). (98)
seR
e 5(0) C S(RY): Conversely, if u € S(0), then Diffy;5 u € L*(R") for all m € R,s € R°.

By Proposition 2.4, this implies that Diffi2*(M)u € L2 for all m,s € R. By the Schwartz
representation theorem, this implies that u € S(R%9).
]

Consequently, going forwards, we will simply write S to refer to the space of Schwartz functions,
and we do not need to specify whether we mean on @ or M. Moreover, this holds at the level
of TVSs, as the same argument shows. Consequently, a tempered distribution on O, meaning an
element of §'(Q) = S(0)*, is just a tempered distribution on RY?, and vice versa, and so we can
unambiguously write S’ to refer to the space of tempered distributions.

The fact that the two definitions Ve sc given so far, eq. (47) and eq. (78), are equivalent follows
from combining the formulas in eq. (94), eq. (95):

Proof. e First, we check that the vector fields in eq. (47) are de,sc-vector fields according to
eq. (78). Indeed, Proposition 2.4 gives

OuPf OnFfOt, OnPfOnFiOz; € leféeosc = Vde,sc- (99)
On the other hand, eq. (94) yields

,0,—1,0
de(sc ) = QnPanFdee,sc (100)

0
Oy + 0r = —0b
It| OnfOTS Dont

near nFf NFf, and likewise over the other corners of @. Finally, it follows from eq. (96) that
r‘lagk € Vgesc Where this vector field is defined.
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e Because we have included in eq. (47) the angular derivatives by hand, it suffices to check
the d = 1 case. Using the formulas above, near nFf N Ff we can write 0y = Q;flV + ontW
and 0, = —Q;flV + ontW for VW € Ve sc given by

V= 2_1Q121fQTfaan - an@"zrfang
W = — 07011,

Notice that V, W are in the right-hand side of eq. (47). Moreover, it follows from eq. (101)
that V, W span Vge s over C>(0), locally.

(101)

O

2.2. The de,sc-Cotangent Bundle. We now define the de,sc-tangent bundle mqe g : deseQ — Q.
As an indexed set, this is ©5°TQ = {de7SCTp@}p€@, whose elements are the vector spaces

45T 0 = Ve sc(O; R) /Ty Vie sc (O; R), (102)

where Z, C C*°(O;R) is the ideal of smooth real-valued functions on O vanishing at p. Naturally,
we can regard mgegc : deseP@ — O as a real vector bundle over @. The entire space 95°T0 is a
mwec diffeomorphic to @ x R1*4,

Then, the de,sc-cotangent bundle

deser ., deser*Q — O (103)

is just defined to be the dual vector bundle to mqe s : deseP@ — Q. For convenience, we can arrange
that de’SCTH’éLd@ = T*RY? at the level of indexed sets (in which case this is identification is a bundle
isomorphism). Typical smooth sections of 95T*Q near nFf N Ff are
dont dors dy,
Q?lfQTf7 an@'zrf’ Qﬁf oTf

(104)

In fact, near nFf N Ff, every smooth section of 4¢¢T*Q is a linear combination of these de,sc-
1-forms over C*°(Q). The other corners are similar.
Away from null infinity, 95°T*Q is canonically diffeomorphic to S¢T*M.

Remark 2.6 (Precise definition of angular frequency). Let %7 : 5T*M — M denote the sc-cotangent
bundle — see [Mel94; Mel95; Vas18]. It can be shown that there exists a diffeomorphism

seplr : M = MM N\ ey {(t, 2) € RV 2 < 0} x R x R x T*S971 — sT*M\**z~ Lely{r = 0} (105)
such that, for all t,7,Z € R, r € R, and ny. € T*S% 1,
ple((t,7), 7,2, nsc) = 7dt + Zdr + reulr™(ns), (106)

where eulr : R%}’,‘Z\{r = 0} — S§' is the map (¢,x) + x/r. For the comparison with the de,sc-
cotangent bundle, it is slightly better to work with y = 7+ = and v = 7 — E, in terms of which
Tdt +Zdr = p(dt 4+ dr) + v(dt — dr).

Similarly, it can be shown that there exists a diffeomorphism

deseplr: O x R x R x 78971 — deseprq\desen=l el {r = 0} (107)
such that, for all ¢, u, v € R, r € Rt, and ny. € T*S%1,
deseple((t, 1), p, v, nse) = Qan,u(dt + dr) + anf}/(dt — dr) + reulr®(ng). (108)
OnPf OnFf

(As the subscript indicates, the coordinate 7y should be thought of as keeping track of the spatial
angle and of the angular component of sc-frequency. We will drop the subscript ‘sc’ in later sections.)
With this diffeomorphism in mind, we set

dese*Q = 0 x Ry X R, (109)
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So, away from des°r—1(clg{r = 0}), 95T*Q x (T*S%1),,. = d°T*Q “canonically” Thus, (t,r) €
de,sc

O, 1, v € R, s € T*S*! serve as coordinates on 95°T*Q away from 957~ (clg{r = 0}), at which
spherical coordinates break down. [

In §4, we will use coordinates &, ¢, which, over Qyu¢r¢ + 7, are associated to points in dese*Q via

d d
(ont; 011, €, C) = 52 ooty € o (110)
OntOTf  OnfOT¢

Over ansfi, Rr, we use &, ( to denote the coordinates
& dont n ¢ dost
0205t Onf0%

(anaQSfaé.aC) = (111)
n des¢7*Q). Because pn¢ means something different near the spacelike corner vs. the timelike corner
of null infinity, the same applies to &, (.
Define 9¢5°T°Q to be the ball bundle that results from radially compactifying the fibers of
dese*Q. Going forwards, let
descr . deseT* gy, (112)
denote the extension of 957 to the radial compactified bundle. So, e.g. 457 ~1(nf) will denote the
union of all compactified fibers over null infinity (or over one component of null infinity, depending on
context). Let gqr € C°(4°T"Q; R*) denote a bdf for the new face at fiber infinity, which we label
df. (We will also consider the bdfs gf of the faces of O as bdfs of their lifts to the de,sc-cotangent
bundle and the radial compactification thereof. That is, we conflate of and of o 95°7.)
The diffeomorphisms discussed above extend to radial compactifications. They (and their
extensions) will be left implicit below.
Given m € R and s = (Spf, SnPf, SSf, SnFf, SFf) € R5, Let

Sde sc es (de,scT*@) = Qc?fmgis 0 (113)

de,sc de,sc?

where Sg’eosc is the Fréchet space of conormal functions on 957" Q. These are “de,sc-symbols,” and,
as usual, the space
Sde,sc = U géizc (114)
meR,scR>
has the structure of a multigraded Fréchet algebra.
If L e lefde <> define o0 (L) to be the equivalence class in Sde SC/ desc ! constructed as

de,sc
follows:

e away from null infinity, o)} SC(L) is the usual sc-principal symbol;

e near the corners of O, this is the equivalence class of functions that results from replacing
Dous DY 1€, Opoy € {0pres Do } by ¢, and r71Q for Q a vector field on ngl by its principal
symbol.

This is a well-defined element of Sde oo/ S sc - The definition of ad . for general s € R® is similar.

Proposition 2.7. The function
d d
po:Tdt+ Y Ejda; e 17+ Y =5 € C(T*RY) (115)
j=1 J=1
is a representative of aiéOSC(D). [

Proof. We already know that pg is a representative for the sc-principal symbol of [, so it suffices to
work near null infinity. Passing to polar coordinates, it suffices to consider the d = 1 case, Working
on 0. (We saw above that the (d — 1)r~19, term in the spatial Laplacian lies in Diff> ! and

de,sc
therefore does not affect the principal symbol.)
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e In terms of the coordinates (gns, o1¢, €, ¢) on anrf;b’]", solving for ¢ and ¢ in o207 € dons +
ot 072¢ dore = 7 dt + Zdr yields

1 ¢
sre L &
" " 116
== (1+9121f)§+£~ e
2an Onf

Thus, the symbol Z2 — 72 is given by &2 — 2£¢ with respect to this coordinate system. This
is exactly what eq. (92) gives for the de,sc- principal symbol of [J locally.

e In terms of the coordinates (onf, 0sf, &, () on anSf,i, R, solving for £ and ¢ in Q;fzgs_flﬁ donf +
onf 057 C dose = Tdt + Edr yields

fr— (1 g
2|an Onf (117)
1 ¢
== L2 S
2an( ¢ f)f Onf

Thus, 22 — 72 is given by —£2 + 2£¢ with respect to this coordinate system. This is exactly
what eq. (93) gives for the de,sc- principal symbol of [ locally.

So, E2 - 12 ¢ Sde « and is a representative of ade SC(D). O

2.3. The de,sc-calculus. We have already discussed de,sc- differential operators. Here, we
summarize the basic properties of the pseudodifferential calculus Wqe . The details are analogous
to those in the construction of the sc-calculus, so we concentrate on the main points. (So, for
instance, we will not talk about the topologies of de,sc-pseudodifferential operators, nor about
uniform families of operators.)

Remark 2.8. The results in this section are all special cases of facts from the theory of pseudodiffer-
ential operators associated to scaled bounded geometries, a concept due to Hintz, who expounded
their theory in work [Hin24] announced after the completion of the first version of this paper. Indeed,
the de,sc- calculus is an example he gives [Hin24, §1.2.4], associated to a particular scaled bounded
geometry on R?. In the initial version of this work, we only sketched proofs of the propositions in
this subsection. Now, we refer to Hintz’s work for the proofs, in much greater generality. Specifically,
[Hin24, Thm. 1.4] contains the properties of the calculus that we need. |

Since the relevant calculi end up being coordinate invariant, and since the de- and sc-calculi are
constructed in [LMO1][Mel94] respectively, the main order of business is to construct the calculus
near the corners of O, which we model (using local coordinates 8 = (61,...,604—1) on Sg_l) by

[0, OO)an [0, OO)QOf X Rg_lﬂ (118)

with the face {onf = 0} of the right-hand side corresponding to null infinity. Here ‘Of’ stands for
“other face,” meaning any of Pf, Sf, Ff, depending on which corner of @ is under consideration. Thus,
we discuss the construction of

Vaesec®S) = | TRED®RIT, (119)

,SC,C
m,s,cER

Rd+1

where s is the “de-decay order” at {ons = 0} and ¢ is the “sc-decay order” at {oof = 0}. The
extra ‘c’ denotes that these operators will have properly supported Schwartz kernels K, so that
K(—,x) € & (R whenever x € C®°(RS™). Roughly speaking, this local de,sc-calculus is the
result of quantizing

0 0 _
Viese(RET) = SPall oo (rd-+1) {an@Of B0t 7anQOfa , 0200tV 1 V € V(R 1)}- (120)



28 ETHAN SUSSMAN

de,scT*RgH-l

From this Lie algebra, we get the coball-bundle in the usual way.

For (conormal) symbols a on 95T RIT! of sufficiently low order, we can define an element Op(a)
of \I/de’sc(]RgH) via its Schwartz kernel,

K. 8R! x RITYY, (121)

given by

X . C / . 6 ”7] /
Ky(zn,zr) = 7/ exp (+i———(ont—0)¢) Ti——— (00t — 00¢) = g 0;,—0
o ) (2m)d+t Jrasa [ ( QﬁfQOf( = ) Onf 03¢ ( or) st anQOf( ’ ]))

a(our, 001, 0, C, €, m)| dCdEd? 1, (122)

where x € C”((Rg“)%) is identically equal to 1 near the diagonal of the b-double space
(RSTHE = ([0,00)7)* x R*2 (123)

and identically 0 near boundary faces disjoint from the diagonal. Here, 1, = (gut, 0of, 0) and
zr = (0}, 00¢, @) The choice of sign in the exponent in eq. (122) is to be fixed as a convention.
Actually, in order to establish the basic properties of the calculus, it is useful to introduce spaces
of symbols (“two-sided symbols”) which depend on both z1, and zg, these being quantized in the
same manner. These definitions are extended to symbols of arbitrary order using slightly modified
versions of the standard estimates for oscillatory integrals. The initial restriction to a of sufficiently
good order is to guarantee that the integral above converges, but standard estimates show this
restriction to be unnecessary.
For each m, s,¢ € R and (compactly supported)

a € §™S (ST RETY), (124)
let Op(a) = K, as above, and let W/} (SSC ? (R4T1) denote the set of operators whose Schwartz kernels
have the form K, + R for some properly supported remainder kernel

R e S(RIT! x R, (125)

Elements of Wqe scc (Rg“) are initially defined as maps C$° (Rg“) — & (Rg“), but they extend
(uniquely) to maps

S'(RETL) - S'(RIT), (126)

and elements of Ve scc (Rg“) can be identified with the corresponding maps. This completes our
sketch of the definition of Wge sc.o(RST).

We now return to O@. The calculus Wgesc = Vqesc(Q) behaves very similarly to the sc-calculus.
This is because we have principal symbol maps

. 1,s—1
Taese * Viene(0) = Siese’ = S22(0)/85 "7 (©) (127)
fitting into a short exact sequence
0= Wi b e s S g (128)
of vector spaces. This interacts with Op in the expected way:
Thee(Op(a) + R) = amod S "7, (129)

whenever R is as above. We have already given the definition of o4c . on elements of Diffge s, and
it can be checked that this is a special case of the general definition. For example, if we evaluate
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eq. (122) for a = xo(x)¢ for xo € CX(RY™), then

B _ ixxo(rn) o 9
Kq(zp,zR) = K<($L,1‘R) = iWanQOfag’ /Rd-H [

. § in; d—1
exp( £ nf — Ohp) £ )+ ! (0, —0))d¢ded
p( = Of(Qf Ont) angof(QOf 2or) E_ 2 00 j)) ¢ded 'y

0
(XXO(a:L)QlefQOfT(S(xL»xR)- (130)
nf

This is just the Schwartz kernel of ix(d,,,, up to some i’s. So, the principal symbol map involves
replacing 0, , with i(, as described in the previous subsection. The partial derivatives in the other
directions are similar.

The set Uyer sers U is a a multi-graded algebra. In particular, this means that

de sc
m-+m/,s+s’
ABe Wt (131)
whenever A € \Ifde . and B € \I»'de - That this is true if one ignores the situation at the corners

follows from the analogous result for the sc- and de-calculi. However, since the combination of the
two has not been studied before, we say a few words on how one can prove this. One way is to use a
reduction formula for two-sided symbols, in analogy with what is done in the sc-calculus in [Vas18];
the quantization of any two-sided symbol is the quantization of a one-sided symbol modulo residual
terms. The composition of two de,sc-pseudodifferential operators, one given as the quantization
of a left symbol and one as the quantization of the right symbol, is seen to be the quantization
of a two-sided symbol. Thus, it is a pseudodifferential operator of the expected orders. Applying
the reduction formula gives a formula for the symbol of AB similar to the usual Moyal formula,
except written using a different coordinate system. One consequence of the Moyal formula is that
the principal symbol map is an algebra homomorphism to leading order, in the sense that
ot S (AB) = o (A)oll S (B) & abmod Syt T (132)

de,sc de,sc de,sc

where a,b are any representatives of o)) SC(A) and ade e (B), respectively (the equivalence class of
ab not depending on the choice of a,b). See [Hin24, Thm. 1.4] for details.
We also have a notion of “de,sc—essential support:”

WFiie,sc (A) déf esssupp(a) no de,scT*@ (133)

whenever A = Op(a) + R for R as above. (That is, WF{, ,.(A) is the closure of the set of points on
the boundary of the radially-compactified de,sc-cotangent bundle at which a is not rapidly decaying.)
This is well-defined, meaning that if we have Op(a) + R = Op(a’) + R’ for some d/, R’, then a,a’
have the same essential support. We have

WFéie,sc(AB) - WFéie,sc (A) N WFile,sc(B) (134)
WF:ie,sc(A + B) - WF:ie,sc(A) U WFiie,sc(B) (135)
for any A, B € Wgese. In particular, WFy, .. ([4, B]) € WFq, . (A) N WFg, . (B).
The de,sc-characteristic set Charde *(A)of Ae \I/Q"e’s,c is defined as

Char, 5, (A) = charl% (a) = 09T 0\ ellj% (a), (136)

where the elliptic set is defined in the usual way. We mainly care about the case when a is a
classical symbol. Considering the case m = 0, s = 0, this means that a is a smooth function on the
radially-compactified cotangent bundle, in which case the de,sc-characteristic set of A = Op(a) is
just
— d ek
Charde «(A)=a L{o}) n (99T 0), (137)



30 ETHAN SUSSMAN

the vanishing set of a at the boundary of the compactified de,sc- phase space.

An operator A € \Ifde . 1s said to be elliptic (with respect to the de,sc-calculus) if Charde (A) =2
(Note that this depends implicitly on m,s.) It should be emphasized that, just as sc-elhpticity is
stronger than ordinary ellipticity, de,sc- ellipticity is a stronger notion than the usual notion of
ellipticity in @° = RY?, which is equivalent to

Char[5 (A) NT'RY = &. (138)

Le., the ordinary notion of ellipticity in the interior is ellipticity at fiber infinity over the interior.
De,sc-ellipticity requires ellipticity in the fibers of the de,sc-cotangent bundle over the boundary of
O, as well as at fiber infinity over the boundary.

It follows from the principal symbol short exact sequence and the leading order commutativity of
the principal symbol map that

'8’ +m/—1 -1
Ac€ \Ifde *oBE€ ‘1’:11,;@ = [A,B] € \Ilgé o s+s’ (139)
It can be shown (using e.g. the Moyal formula) that
ot 1t ([A, B)) = +i{a, b} mod SpLE TP, (140)

where the sign depends on our sign convention in defining Op in eq. (122). The right-hand side is
just the usual Poisson bracket on T*R%“. (It must, of course, be checked that {a,b} is actually a
de,sc-symbol of the claimed orders.) This is also part of [Hin24, Thm. 1.4].

It can be shown directly, that, if

Re Vv, = Nins Vet (141)

de sc de,sc?

then R defines a bounded linear map on L?(RY?). (Indeed, R € U ;> Oo(Rl 1))

Hoérmander’s square root trick can be used to extend this to A 6 N de sc*

The quantization procedure yields, for each m € R,s € R?, a plethora of elliptic elements of
U'™°  Pick one and call it A™S. For m = 0, we can take

de,sc
AP = op ot s opt 0T = 07 (142)
We now define H, de '« = L?>(R14) and, for each s € R?, Hg:sc = ste sc- We can now define Sobolev
spaces HQZ’;C as follows:
e if m > 0, then we define
HyS, = {u e Hy? : Aue L*(RM) for all A € U5} (143)
= {ue HyS, : A™u e L*(RM)}, (144)
with norm HUHHSZZC = |lo"%ul[z2 + [[A™5u| L2, and
e if m < 0, then we define
HJY = {A™™Su+v:ue LARY) v e Hy? } (145)
={Au:ue L*R"), A e ¥ 7"}, (146)
with a corresponding norm.
Each element of \I/de . defines a bounded map HCle > ng scm S5 for any m € R and s’ € R?. See

[Hin24, Thm. 3.44].
The failure of a u € 8’ to lie in Hgé’zc is measured by a notion of de,sc-wavefront set,

WFde sc( ) = ﬂ Charde SC(A) (147)
AeT®0 st AueH™S

de,sc de,sc
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FIGURE 8. The de,sc-wavefront set WF e o(D) of the forward propagator D for
0+ m?, shown together with the de,sc- Hamiltonian flow depicted in Figure 5. As
we can see, the wavefront set at fiber infinity introduced by the §-function forcing
propagates along null geodesics until it hints the interior of null infinity at fiber
infinity. It then enters the interiors of the de-fibers and tends to the radial set R.
Only the portion of the wavefront set in the characteristic set of [ + m? is shown.
Since (O + m?)D4 = §, where § is a Dirac function at the spacetime origin, and since
WEF () consists of the whole cosphere fiber over the spacetime origin, it must be the
case (by microlocality — eq. (149)) that D4 has wavefront set in the elliptic set there.
However, by micro-ellipticity in the de,sc-calculus (eq. (150)), this occurs only over
the spacetime origin.

Thus, u € Hys, <= WF3 (u) = @. (The = direction is trivial, and the < direction follows via

e,sC de,sc
the standard patching argument.) Also, let
WFde,SC (u) = Cldc,scf*@ |: U Wdee:Ssc (U):| * (]‘48)
m,s

It can be shown that u € § <= WFqes(u) = &, so de,sc-wavefront set measures microlocal
obstructions to being Schwartz on RV, as WF.(u) does.

The portion of the de,sc- wavefront set of the Green’s functions D (discussed in Example 1.6)
in the de,sc-characteristic set of 0 + m? is depicted in Figure 8.

De,sc-WDOs are microlocal, which means that

WFQ:STI7S_S/(AU) C WFlo oo(A) "WEFLS (u) (149)

for any u € 8’ and A € \IJZZ:’SS;. On the other hand, the de,sc-version of microlocal elliptic regularity
states that L L
WF2 (u) € WF "% (Au) U Charl. 2 (A). (150)

de,sc de,sc de,sc
For example, if u solves the Klein—Gordon equation gu + m2u € S, then it follows immediately
that
WF go s (1) € Char?, (O, + m?). (151)

de,sc
Thus, the de,sc-wavefront set of u is highly restricted; it can only lie in the de,sc- characteristic set
of the Klein—Gordon operator, this being a codimension one subset of the boundary of the de,sc-
phase space.

To get information on the de,sc- wavefront set within the characteristic set, we will need to use
propagation results, which will be discussed later, in §5. For now, see Figure 8, which is suggestive
of how de,sc-wavefront set propagates along bicharacteristics of the PDE in question, in this case
0+ m?2.



32 ETHAN SUSSMAN

3. ASYMPTOTICS, MODULE REGULARITY, AND THE POINCARE CYLINDER

We now discuss module regularity at R (which really means additional regularity outside of R)
and its relation to asymptotic expansions at timelike infinity. In §3.1, we discuss the Poincaré
cylinder, which is the geometrization of the hyperbolic coordinate system (Proposition 3.3). In §3.2,
we discuss the test modules of differential operators relevant to the rest of the paper. These are
used to define refined Sobolev spaces

H™SE o e R, s € R5, K,k €N, (152)

de,sc

the functions with m orders of de,sc-regularity, s orders of de,sc-decay, and «, k orders of additional
regularity with respect to the relevant test modules. In §3.3, we prove the main result of this section
(Proposition 3.20), which states that if u € S solves the Klein—Gordon equation Pu = f for f € &'
with sufficient module regularity, then, if u has sufficient module regularity as well, including rapid
decay at null infinity (which at this stage of our analysis is still a hypothesis), then u admits an
asymptotic expansion to some specified order on Q.

The main theme of this section is the relation between hyperbolic coordinates and the de,sc-
machinery. One conceptual way of understanding this relation is that, whereas performing a polar
blowup of . C M resulted in a compactification Q whose front faces nPf, nFf are parameterized
by the light cone coordinate |t| — r, performing a parabolic blowup of .# results in a different
compactification whose front face is instead parameterized by the hyperbolic coordinate 72 = t? — 12
in {|t| > r}. So, this second compactification is closely related to the Poincaré cylinder; in fact,
the two are identifiable above the future-directed light cone. The side of the Poincaré cylinder
corresponds to null infinity.

FIGURE 9. Whereas a polar blowup of .#+ C M (shown in Figure 3) resolved the
ratio ((t—r)/(t+7))/(1/(t+7)) =t —r, a parabolic blowup (middle) instead resolves
the quadratic ratio ((¢t —r)/(t +7))/(1/(t + 7)) = 1> — r2 = 72, The resulting
compactification of R is closely related to the Poincaré cylinder (right), with the
shaded regions in [Mj; .#],a and the Poincaré cylinder being identifiable.

We can convert between de,sc-Sobolev regularity /decay on O and a suitable sort of Sobolev
regularity on the Poincaré cylinder (Proposition 3.7, Proposition 3.15). Upon doing so, one
encounters a loss of finitely many orders of decay at null infinity. But, if our functions of interest
decay rapidly at null infinity, then this loss does not matter, and we can pass between the Poincaré
cylinder and the octagonal compactification freely. This will apply to solutions of the Klein—Gordon
IVP with Schwartz forcing and data. Indeed, we saw in the introduction that such solutions decay
rapidly at null infinity (though we have yet to prove this).

This is put to work in §3.3 for the production of asymptotic expansions. The reason for the
passage to hyperbolic coordinates is that the oscillations

e:i:im\/tQ—r2 _ e:l:imr (153)
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seen in solutions u of the Klein—Gordon equation depend only on the one coordinate 7, so an
appeal to ODE theory is possible. Indeed, in hyperbolic coordinates (see e.g. [H97]) the Minkowski
d’Alembertian can be written as

O=024+dr 10, + 772 Apa, (154)

where Apa is the (positive semidefinite) Laplace-Beltrami operator on the Poincaré ball H? (the
level sets of 7 in the Poincaré cylinder). Module regularity of u will imply that Apau is under control.
Consequently, 772A g4 has two orders of decay as 7 — oo relative to u. So, if Cu + m?u = f, where
f is (say) Schwartz, then we can understand the large-7 behavior of u by inverting the ordinary
differential operator on the left-hand side of

(2 +dr 1o, + m*)u = -7 2 Agau + f. (155)

This yields the desired e*™™7 behavior. The same argument, with additional error terms, applies
if we replace 0 + m? with the Klein-Gordon operators appearing in our main theorem (see
Proposition 3.17).

Remark 3.1. Unlike the octagonal compactification (cf. Proposition 2.1), the parabolic blowup
[M; #]par is not Poincaré invariant, because e.g. time-shifts do not extend to homeomorphisms.
This is a consequence of the fact that, among the shifted light cones {t = r + ¢}, the one {t = r}
emanating from the origin is distinguished by the property that it asymptotes to the interior of the
front face of the blowup in [M; .#]p.,. All other shifted light cones asymptote either to the timelike
corner or the spacelike corner of the front face, depending on the sign of #y. Indeed, if ¢t = r + tq,
then the hyperbolic coordinate t? — 7% asymptotes to +00 as r — oo if £ty > 0. |

Remark 3.2. In understanding the relation between the octagonal compactification (we use Qg here
instead of O for simplicity) and the Poincaré cylinder, it can be helpful to use a compactification
that refines both (in the same way that the octagonal compactification refines both the radial
compactification and the Penrose diagram). This compactification is

[Qo; cloy{[t] = 7} N 00], (156)

i.e. perform a polar blowup of where the light cone hits the boundary of Qy. To see that this gives
the front face of the parabolic blowup, note that it resolves the ratio (|t| —)/(1/(|t| + 7)) = t? — r2.
Alternatively, one can begin with the parabolic compactification and then perform a blowup of the
corners. See Figure 10. |

3.1. The Poincaré Cylinder and hyperbolic coordinates. By the (punctured) Poincaré
cylinder, we mean the mwc

R\ {0} x BY = ([—00,0) U (0, +00]) x BY, (157)
equipped with the Lorentzian metric gegc = — dr? 4+ 72gy, where gy € °Sym? T*B is the metric
4 Zd:1 dy2~
9H<Z/17 e 7yd) = J J (158)

d
(1- j=1 ZJJQ)Q

on the unit ball IB%gl,, which makes B? into the Poincaré ball model of hyperbolic space. (Here, the ‘0’
superscript in °Sym? 7B refers to the 0-boundary fibration structure, the defining vector fields of
which are those extendable vector fields that vanish at the boundary.) It is also useful to refer to the
unpunctured cylinder R x BY. As the subscript indicates, Je,sc 18 an “e,sc-metric” on R x B?, where

e the “e” (for “edge”) refers to the structure of the metric at R x 0B, for which 1 — 3 is a

bdf, where y? = E?Zl y]2-, and

e the “sc” refers to the structure at R x B¢, for which (7)~! is a bdf.
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FIGURE 10. A compactification (middle) that refines both Qg = [M; 7], [M; .7 par,
as described in Remark 3.2. It arises by blowing up the point at null infinity in Qg
where the light cone (the one emanating from the origin) hits the front face (left). It
can also arise by blowing up the corners of [M; .#|,ar (right). This makes it clear that
rapid decay at null infinity means rapid decay at the front faces of Qg, [M; .#]yar,
these two notions being equivalent to rapid decay at all three faces of the middle
compactification at null infinity.

The set of e,sc-vector fields on the unpunctured cylinder is defined by
Vese = SDaT e (1 [{07} U (1) Vo(BY] = spam e ey [0} U{(T) 7 (1 = 12)0, 1), (159)

where Vy(B?) is the set of vector fields on B? that vanish at 8@”[ (considered as vector fields on the
Poincaré cylinder that are constant in 7). Likewise for Vo s((R\ {0}) x B?).
Let X C O denote the relatively open subset

X = (clo{(t,x) € RM : 2 > r?})° C Q. (160)
This is a non-compact sub-mwec (it includes part of the boundary of O, but it is disjoint from
clo{t? = r?}). Then, X° = {(t,x) € RY?: 2 > r2}. In Figure 4, X is the shaded region, including
the points on the boundary but not including the light cone (and not including the points in O hit
by the light cone).
Consider the map
v X7, — RA{0} x BY (161)
given by

T = (t? — r?)%sign(t) € R\{0},

(162)
y = x(|t| + (£ — )2 "Lsign(t) € B®.
The set-theoretic inverse t ! : R-\{0} x B{* — Xp of ¢ is given by
o 1+92 2ty
R,\{0} x B® 3 (1,y) (T(l_y2>,1_y2). (163)

It is apparent from eq. (162), eq. (163) that ¢ and and its set-theoretic inverse are both smooth. So,
¢ is a diffeomorphism. So, given any smooth vector field V' on R;\{0} x IB%;I,O we can pull back V' by
¢ to form a vector field ¢*V on X, and likewise for differential operators.

The map ¢ defines hyperbolic coordinates on X. The significance of the e,sc- metric ge s defined
above is the following standard fact:

Proposition 3.3. gecsc = tsgm. That is, gesc @s just the Minkowski metric rewritten in hyperbolic
coordinates. |

For the reader who has not seen this before, we include a direct computation.
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Proof. For simplicity, we work in {¢t > 0} (and omit ¢ from the notation). Then, eq. (163) gives

_ 47@ dy 2 , QTny dy
So,
1492 16722 dy?
2 _ 2\2 7.2
ar* = _y2)2<(1+y P et 4 Sry S dTe dy+ S ), (165)
4 72y2y2 dy 47‘y2y dr © dy
2 292, 232 j J
Ar%y;ydy; © dy
R R |- (166)
Summing this over j yields
d d 2,2 2
4 414y 27(1 4 y*)
2 212, 2 2 2
S — 2y I i S A4 , 1
;dmj (1_y2)2[y dr* +r ;dyj—l—(l_y2)2dy + 12 dT@dy} (167)
So,
d
gu=—d? + 3 da? = —dr? T Z Y? = Gesc- (168)
j=1
O
Consequently, U = +*[,, ., where
Ogene = 02+ d77 0, + 772 Aya € DIff23°(R\{0} x BY) (169)

is the d’Alembertian of the Poincaré cylinder. (This is just a more precise way of saying eq. (154).)
Another way of deriving this is using

L 0 t
Lor T (12 — r2)1/28t + (12 — 12)1/2 ijaxj, (170)
7=1
. 0 t+ (7 —r?)!/? 2 )1/2) LTk
o = i G )ou+ (t+ (= 1)), +Z =i (171)
Proposition 3.4. The map ¢ extends to a smooth map X — R x Bd. |

Proof. Tt suffices to work in local coordinate charts near 9Q:
(I) (Away from null infinity.) For ¢ > 0 and o € {—1,+1}, in the set {t* > (1 + ¢)r?, ot > +1}
we can use the coordinates p = 1/[t| and X = x/|t|, in terms of which
T = op(1— %))V, (172)
y = o%(1+ (1 [&]%)"*)~! (173)

In {t? > (1+c¢)r?, 0t > +1}, we have p < 1 and [|%] < (1 +c)71/2, so 771 and y are smooth
functions of p and X, all the way down to p = 0.

(IT) (Near the timelike corner of null infinity.) In the set {t> < (1 + ¢)r?, ot > +1}, we instead
work with the coordinates opf, onrf, along with # = x/r € S¥~1. In terms of these,

771 = 0 ourours (174)
y= 09(1 - an)(l + an>_1' (175)

Again, we see that, locally, 7~! and y are smooth functions of on¢ and onps, now all the way
tO a([o’ oo)an X [07 OO).Qan)'
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O

We denote the extension of ¢ using the same symbol.
Note that, when gnr = 0, eq. (174) says that (r)~! = 0 and eq. (175) says that |ly|| = 1. So, ¢
maps null infinity to the corner of the Poincaré cylinder. Compare with Remark 3.1.
As a corollary of the previous proposition,
feC®R\ {0} x BY) = ,* f € O=(X). (176)

For such f, t*f is constant on each component of null infinity. Smoothness on (R \ {0}) x B is
therefore more restrictive than smoothness on X. If f € C*°(X°), then even though we may not
have f = * fo for some fo € C®°((R\{0}) x B%) we can still form

tef € C((R\{0}) x B™), (177)

since ¢ is a diffeomorphism in the interior.
We read off of the proof of the previous proposition that

V(1) € opronpronrrors O (X, RY). (178)

Moreover, from the computation ¢*(1 — y?) = 4pu¢(1 + onf) ~2, one gets

(1= y%) € oupronrsC (X RT). (179)
In Quere +.0,
L 0 0
87 q:anQTfa (180)
L 0 (1 + onf)? O n (1 + ouf)? ort 0

, 181
8y 2 O0nf 2 onf 00Tt (181)

where 9, is shorthand for 9, = y~! E?:l Y;j0y;. From these formulas and the observation that
angular derivatives in R x B¢ pull back to angular derivatives on X, we read:

Proposition 3.5. If V € V(R x BY), then *V € Vie,se(X), and the elements of {L*V 1V €
Vesc(R x BY)} generate Ve s(X) as a C%°(X)-module. [

Proof. In the d = 1 case, this follows from eq. (180), eq. (181). To handle the d > 2 case, it just
needs to be seen that the angular derivatives

(1)1 (1 = )0, € Vesc(R x BY) (182)

(the dot in IB%d denoting that the ball has been punctured at y = 0) are, when pulled back via ¢,
proportional to 0Pt 02 p02pr0Fi0p, (using eq. (178), eq. (179)), where the constant of proportionality
is nonvanishing at the boundary. O

Let
Diff™:5<(R x BY) = (7)¥(1 — y?)~° Diff"y%0(R x BY) (183)

e,sc e,sC

denote the set of e,sc-differential operators of order at most m, weighted by (7)* and (1 — y?)~°. In
addition, let

D (o™ (%) = spancae ) Diff o™ 7(0). (184)
Proposition 3.6. Given any L € Diff{3>*(R x B%),
X¢*L € Diff . &stecostes) ), (185)

for any x € C(X). Moreover, the differential operators on X of this form generate the C°(X)-
module Diff T 55F%:%) (X). [ |

de,sc
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Proof. The subset of Diff>%> (R x B¢) consisting of L such that x.*L € Diff Tl testes) (X)

“e,sc e de,sc
whenever L € Diff{3* (R x B?) is a subring of DiffS%°*>°(R x B?). So, in order to prove the first

e,sc
part of the proposition, it suffices to check the case

LeCORxBHYU{r) (1 —y?) s, e RIU{OFU{(N) 1 —9H0y, Yy, (186)
as the elements of the set on the right-hand side generate Diff%:°>°(R x B?) as a ring. Each of these

e,sc

cases we have already checked, as recorded in eq. (176), eq. (178), eq. (179), and Proposition 3.5.
Likewise, the second part of the proposition follows from the second clause of Proposition 3.5. [

For each m € N and s,¢ € R, let
H™ (R xBY) = {uc L*(R x BY) : Lu € L*(R x BY, g &) for all L € Diff™5<(R x BY)}. (187)

e,sc e,sc

Also, let Hﬂ:gi:f;g’sﬁ’s) (X) denote the set of distributions which lie in Hﬁ’éi’sﬁp@sﬁﬁ) (X)) upon

multiplication by an element of C2°(X).

Proposition 3.7. For any m € N and s,¢ € R,

o HE (R x B € s (%), (188)
Conversely, if x € C°(X), then u € Hgé:gi’s—i_(’oo’sﬂ’s)(@) = Loxu € HL5S(R x BY). [ |

Proof. The m, s,¢ = 0 case follows immediately from Proposition 3.3. The case of general m € N
and s,¢ € R follows from the already considered case along with Proposition 3.6. (|

3.2. Test Modules. There are six test modules 5., N, C \Il(li;alsc that we use, where ¢,0 € {—,+}.
These are defined by

MG = {A €Wy, : charyl, (4) D RS}, (189)
Ny = {A € Uy, : chargy, (A) D spang R§} C M, NS (190)

at the level of sets, and we consider them as \I/g’eosc—bimodules.

Recall that the sets R¢ were defined in the introduction. A more concrete definition can be found
in the next section. Equation (62) gives each component of R as the graph of a multiple of dr over
one of Pf,Ff. So, in eq. (190),

spang R;, = R.* dr(Tt). (191)
Here, we are interpreting the de,sc-1-form ¢* d7 as a function X — 4e5T*Q,
We have W30 C 0y, s0 1 € Ny, M.
Let D, Mo denote the C(R x B?)-submodules of Diﬂ';:slc’o (R x B?) given by
Ny = Span e gy (1,0} U {(1 = 43, Y1) © DiihLO( x BY), (192)
Mo = span g g ypay ({1, 707} U{(1 - y*)0y, }?:1) — Difff (R x BY). (193)

Fix x € C°(X) that is identically equal to 1 near timelike infinity. From the computations in the
previous subsection, we get:

Proposition 3.8. For each choice of sign o € {—,+}, the ¥2°

de,sc
left and right module by the elements of
{IJU{(1l = 1oox)V : V € Diffl!

de,sc

-module N, is generated as both a

YU {1gesoxt™ Vo : Vo € Mo} (194)

Consequently, N, admits a finite generating set consisting of differential operators. For each choice
of pair of signs o,s € {—,+}, M, is generated (as both a left and right module) by the elements of
N, along with

Vi = x7(0; Fim), (195)

where the sign depends on g. L[]
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By eq. (170), Vi is a weighted version of the vector field in eq. (14).
We fix a finite generating set of 91, consisting of differential operators. Let

Apg=1
Aj = 1g0xt (1 — y2)8y]. for j=1,...,d, (196)
A1+d = 10’t>0XL*87"
In addition, taking V € N sufficiently large, let Asg4,..., Ax be elements of Diﬂ?é’elsC supported away
from Tf that together with Ay, ..., A1+4 generate I,. We notationally suppress the o dependence.

As a consequence of the observation that the commutators of the generators above all lie in the
selfsame modules, we get a direct proof of:

Proposition 3.9. Each of M, and N, is closed under the taking of commutators. 0]

For each k,x € N,
o let S)JT?Z: denote the \I/g;gsc-bimodule generated by the de,sc-WDOs of the form Ly - - Ly,
where k of the L’s are in ¢ , and the remainder are in 91, and
e let 1% denote the \Ilggsc—bimodule generated by the k-fold products of members of 91, .

Products of the form By --- By, for B, € {Ag, ..., Ay} generate ¥ as an inductive argument shows.

Similarly, products of the form Bj--- By for Be € {Ay,..., Ay, V.} with at most k of the B,
being V. generate smgj; Let

N =Nk nnk. (197)

Conventionally, MY = g0

de,sc*

Similarly, let D5, 9% denote the sets of sums of k-fold products of elements of Mg, My, respectively.
Lemma 3.10. Fizc,0 € {—,+}. If A€ MY and B € M*J, then

S, S0

(A, B] € Lo omeclini =10} gy, popmax{ste L0}k 4 g0 (198)

de,sc*

Proof. We proceed inductively:

o If all of k, Kk, j, »c are 0, then the result just states the fact that ¥
taking of commutators.
e Suppose that x, k are both 0 and s+ j = 1 (and the case where s, j are both 0 and K+ k = 1

0,0

desc 1s closed under the

is similar). In this case, the result states that [A, B] € \I/g’eosc for all A € \Ilg’e?sc and B € 95,
This just holds because
1,1 0,0 0,0
[\dee,sw \I}de,sc] - \I/de,sc' (199)

e Suppose that k+k =1 and s+ j = 1. There are three essentially different cases to consider.
— If k, 3¢ = 1, then the result states that [A, B] € M for all A, B € M, which is part of
Proposition 3.9.
— Likewise, if k, 7 = 1, then the result states that [A, B] € M, for all A, B € N, which is
also part of Proposition 3.9.
— If k,j =1 (with the case s, k =1 being similar), then the result states that

(4, B] € ML+ MmO, = ml? (200)

for all A € M and B € M,. This is a weaker statement than the result in the x, ¢ =1
case.
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e We now handle the case when Kk +k > 2 or s+ j > 2, proceeding inductively on K+ s+ k+j.
We discuss the case k + k > 2, and the (overlapping) case » + j > 2 is similar.
Since i)ﬁ?(f is spanned by elements of the form

A= 1,€>0AOA, + 1k>0A1A” (201)

for Ag € 931?}2‘"{“*1’0}”“, AleMme, A € m?,’énax{kfl’o}, and A” € N,, it suffices to prove the
claim for such A. We have

[Aa B] = 1H>0(A0[A/7 B] + [A07 B]A/) + 1k>0(A1 [Aua B] + [Ala B]AH) (202)
These satisfy
Les0 Ao A", B] € 1o e 1O (1 o tmebi =10k - amie)
- 1k+j>0ﬂnsikﬂnm4k+j_lp}4—1n+%>oﬂﬁnwx{ﬁ+%_lphk+j,
1,§>0[A0,B}A/ c 1n>0(1k+j>Omglg)({ﬁ+%_l’0}’ma)({k+j_170} + 1K+%>1m?gx{n+%—2,0},k+j)mg

§§1k+j>0ﬂnﬁ+7“nwx{k+]gli”'+'1m+%>oﬂngﬁx{ﬁ+%7lp}k+ﬂ7

, , (203)
Li>041 [Allv Bl e 1k>0m?,’;nax{k_l70} (Em?,g + 1%>o9ﬁ?f§"{”_1’0}’”1)
C 1k+j>0m?j‘r%,max{k+jfl,0} + 1K+%>Oméngx{n+%7l,0},k+j
1k>O[A17 B]A// c 1k>0(1k+j>1m?7—gu,max{k’+j—270} + 1H+%>Om?}3x{ﬁ+%—1,0},max{k:+j—1,0})mg
C 1k+j>09ﬁ?_g%’max{k+j_l’0} + 1K+%>Om£ngx{n+%—l,0},k+j.
So, we can conclude that eq. (198) holds.
O
Let
IS ML = spanc{AB : A € W5, B € MELY, (204)
and analogously
MEFUs, = spanc{BA: A€ V5, B € M), (205)

Lemma 3.11.
m,s ok m,s max{xk—1,0},k k,max{k—1,0}
o IfAe VU, and B € My, then [A, B] € Qde’sc(1,{>0mg7a' + 1> oMo +
0,0
\dee,sc)'
m,s ko ks
b \I]de7sc9ﬁ?,0 - gﬁ?,a\llde,sc'

Proof. We prove the result via simultaneous induction on x,k € N. The case kK + k < 1 is an
immediate consequence of the algebraic properties of the de,sc-calculus.

Suppose now that k, k € N satisfy x + k > 2, and suppose that we have proven the result for all
pairs kg, ko such that kg + kg < k + k.

e For B € M* we can write, like eq. (201),

S,07

B = 1,£>0BoB/ + 1k>OBlBH (206)
for By € MU ts—10ME prc ans By e et LO) and B € M,. For A € UTS

de,sc?

[A7 B] = 1K>0([A7 BO]B/ + BO[A> B,]) + 1k>0([A7 Bl}B” + BI[A7 B”])' (207)
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The terms on the right-hand side satisfy

Liso[A, BoB' € Leso Wiyt (Lesy Mmx{n=20bk 1 goprmascts=1,0pmaxtb=1.0} )qne
- 1"“>0\I’de 5Cgmmax{m L0bk 1, O\I]de bcmn ;max{k—1 0}

Lis0Bo[A, B'] € 1ysomaxln=LObkgs "=, o pis opmax{s=10bk

de,sc dc sc

Lk>0[A, B1]B" € 11505 (1 1 somax{n=1.0}maxtk=1.0} 4 7, oy max{k 20hm, (208)
- 1H>0\I,gzzcsmmax{n 1,0}k +1 >Oq/gzssczmn,max{k 1,0}
LisoB1[A, B'] € 1sgRe ;max{k—1, O}Wde = L S N max{k—10}
where we used the inductive hypothesis. So,
[A, B] € WS (Lesomaxtn=LObk 4 gopemax{h=1.0} 4 30 ). (209)
e If Ac \Ilde . and B € 93?’;];’, then, using eq. (209),
AB = BA+ [A,B] € MEFOLS + Ups (mraxds=LObk y gprmaxtk=10h) — ouehys - (210)

BA = AB — [A,B] € W5 ek 4 wies (ommax{n=L0bk 4 guemaxtb=10h) — givs opsk - (211)

desc de,sc™'¢,00

which together show that
Kk &
ps MEF =M, vl

de,sc

(212)

de sc*

Consequently, combining Lemma 3.10 and Lemma 3.11:

B e Mk and C € M*I, then

desc? S,07 §,07

Corollary 3.12. If A€ ¥

[AB, C] _ A[B, C] [A C]B c \Ilglezc(lk—&-]>0mﬂ+% ;max{k+j—1,0} +1 +%>Om?gx{n+%71,0},k+j
+ \I/de ) (213)

|
Let P denote an arbitrary de,sc-WDO of the form P =0+ XA + R for some R € \Ifde I !and A e C.
We now show that the module 914 is “P-critical” at R4+ = Ri URL:
Proposition 3.13. There exists, for each o € {—,+}, a collection {C}, k}J o1 C \I/de s depending
on R, such that
o 07! P, Aj] = Yo G A,
o if k#0, Ude SC(CM) =0 on Ry,
where 0 = OptOnPtOSt OnFf OFf - u

Remark. This version of “P-criticality” is a slightly weaker statement than the one offered in
[GR+20] in the context of the Schrodinger—Helmholtz equation, as they require aégsc(ijo) =0
on R4, but this is unnecessary for the proof of radial point and propagation estimates involving
module regularity in later sections. Proving only this weaker statement seems to allow us to require
slightly less of R. [ |

Proof. We only consider the ‘+’ case explicitly.
It suffices to consider the case A, R = 0. Indeed, A clearly does not matter. Reducing to the
R = 0 case requires an argument:
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e If we have found C};(0) satisfying the conclusion of the proposition when P = [, then for
general P =0+ R,

P A =io 'O, Aj] +i0” Y[R, Aj] = R; + ZC]k ) Ay, (214)
k=0

where R; =ip '[R,A;] € ¥ Choose G € ;> satisfying

de sc* de,sc

WFéle sc(1 - G) n Ri = g, (215)

which we can do because Ri is disjoint from fiber infinity. Let A € vl

A 1€ \dee sc
q. (214) as

be elliptic and

de sc

0 he a parametrix for A, so that 1 = AA_; + E for E € ¥;°7°°. We can rewrite

de,sc

71[P, AJ] = (1 — G)AA_l(l — G)R]

N (216)
+ (1= (1=GAA (1 =GR+ Cj (D) Ay
k=0
Since A_;1(1 — G)R; € \Ilde « C My, we can write
N
A1(1-G)Rj = DAy (217)
k=0
for some D, € \Ifgjgsc. Also,
(1-(1—-G)AA1(1-G)R; = ((1— G)E(l ~G) +2G - G*R; (218)
S \Ilde ,sC °
By eq. (216) and eq. (217), io '[P, A;] = S h—o C;x(P) A}, holds for
Cng(D) + (1 — G)ADng (k 75 0),

this being in \I'de sc Since the essential support of 1 — G is disjoint from R,, we have, if

k#0, Udeﬁc(CJ’ (P))=0o0onR,.

So, it suffices to consider the case P = [.

Suppose now that P = [J. We focus on the situation for 914 near Ff N nFf, with the situation in
the other regions either similar (e.g. at nPf N Pf) or strictly easier (e.g. the spacelike corner of null
infinity).

e First consider A € {Ay,q,...,An}. Then, o~ '[P, A] € Diff>
Ff. We can write this as

de sc and is supported away from

A(A_107 [P, A]) + Eo '[P, A]. (220)
As A 40~ {P A] S \If

write

de sc and is microsupported away from R, it lies in 914. Thus, we can

N
Ao '[P A =Y V4, (221)
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for some C'( ) € \Ifde .
ig’l[P, Al = Zk _o CrAy for Cy € \Ilde < given by

~ [inCi) +iEg P Al (k= 0),
o liagy! (k #0),
and these are microsupported away from R..
e We now check Ay, ..., Aq (leaving only A4 to be done). Using eq. (169) and the fact that

Apa is a O0-operator (and the fact that Ay,..., Ay are all 0-operators on the Poincaré ball as
well),

which we can choose to be microsupported away from R. Thus,

(222)

0 '[P, Aj] € 0" Mot T2 DiffE(BY) C opronpr oSt onrrorrxot NG (223)
for each j € {1,...,d}, where xo € C°(X) is identically 1 on the support of x. Observe that
xot*Mog C N,. This implies that, for j € {1,...,d}, we can write ip~ [P, A;] = Zszo C](.?k)Ak
for

C(k) € 0pt0npr 0% Onrrorr X0y C W0 sc* (224)
The factor of M, in eq. (224) means that Udeﬁc(CM) is vanishing on R,-.
e On the other hand,
[d a 2
2 37’
— The contribution of t*(772Aga) to 0 [P, A1 has the same form as eq. (223).
— On the other hand, the contribution from *(7720,) lies in OPf OnPfOSE OnFrOFEX0 N0
This then has the form 8, C )Ak for C’( ) e \Ilg’ejsi, which satisfies

1 0
Ude SC(ijk) =0. (226)
So, 0 [P, A144] has the desired form.

[P7 L*aT] - L* [Dge,sc’ 87'] = A]Hld:| (225)

O

From the formula for the d’Alembertian in hyperbolic coordinates, we get the following formula
for 00 + m? that will be used in §6:

Proposition 3.14.
O+m?=yx- (") [VeVe + (d — 1)Ve + 7im(d — 2)] + 0° R+ (227)
for some Ry € M2, [l

Proof. We check the + case, the — case following via complex conjugation. Let xy € C°(X) be
identically 1 near timelike infinity, and decompose

O4m? = x(O+ m?) + (1 — x)(O+ m?). (228)

The second term satisfies (1 — x)(0+m?) € ¢*902. On the other hand, x(O+m?) = xu*(0y, .. +m?),
and the right-hand side is computed as

X (Ogese +m?) = x - (F772) [V+V_ +(d—1)Vy + " Aya + 7im(d — 2)} (229)

Using the computations in the previous subsection, (v*7~ )XL Apa € 0°N? as well. We conclude

that eq. (227) holds with Ry = 07 2((1 — x)(O + m?) + (* 7= 2)xt* Aga)- O
For each m € R, s € R?, and k,k € N, let

Hy o = HZIé’ZL“;’Z(@) (230)

denote the Sobolev space consisting of elements of Hj"> which remain in this space under the

GSC

application of any element of M™F: see eq. (71).

S,0
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Correspondingly, for m, s,¢ € R and s,k € N, let
Hmscnk Hmsan(RXBd) (231)

€,sCc €e,sc

be the set of elements u € HI(R x B?) such that Au is also in this space when A is a product of

at most « elements of 97 and k elements of No.

Proposition 3.15. Fiz a sign e € {—,+}. If x € CX(X) has support in clx{et > 0} and u € &,
then, for any s,¢,0 € R,

xu € Hig G0 o) (232)
if and only if €T L, xu € H?S’f’g?“’k(R x BY).
In particular, if u € Hde gi oiosoo oO’“(");oo’oo(@), then eT"™T 1, xu € H#0%% (R X B%). [

Proof. The k = k = 0 case of this follows from Proposition 3.7 and the observation that multiplication
by eT™" defines an isomorphism of e,sc-Sobolev spaces. This latter fact follows from the m, s,¢ = 0
case (which is just that multiplication by eT™7 is an L2-isometry) and the observation that if
V € Vesc, then

eFMTYeTImT ¢ DIffLOO(R x BY). (233)

€,sC

To deduce the case where x > 0 or k > 0, it suffices to note that the elements of 91, push forward
to elements of 9y via ¢, and elements of M_ ., M ., when conjugated by exp(Fimr), push forward
to elements of 9. For example, if

xu € Hig B 0h0(0), (234)
then, considering an arbitrary element
d
L=ard, 4+ a;j(1—y*)0,, (235)
j=1

of My, where a,a; € C°(R x B?): for any ag € C°(R x BY),

(ap + L)eF ™ 1xu = eTM7y, {(L*ao + (tfa)Vy + zd:(L*aj)L*((l - yQ)a(Z'))XU], (236)
=1 i

so that
(ao + L)eZFimTL*Xu e e:FimTL*szgi;i{'ga,s-&-gs) C eq:imTHgLS,ésg C Hgnﬁ,cs,q' (237)

So, we can conclude that eF™ i, yu € HI%SHO(R x B). Conversely, if

eTM i xu € HILS IR x BY), (238)

then, for any ag,a,ay,...,aq € C°(X),
ag+ aVi + zd: ajAj}Xu = eTtmVT [GQL* + cu*( ) Z a;l" (1 — y]]eqtim%*xu}, (239)

j=1
so that
a0 +aVi + zdjajAj}Xu € CR(X)FHILSS C Hyp(ootomstos), (240)
j=1

So, we conclude that yu € H). de, gi S;; 2:5+5,8)i1,0 (0). The proof for general &, k is analogous. U
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3.3. Asymptotics from Module Regularity. We apply standard notation to refer to spaces of
extendable distributions on R x B¢ with partial polyhomogeneous expansions. So,
AP R xBY) = {u e L™ : Lu € (1 —y*)*L=®(R x BY) V L € Diffy,(R x BY),¢ € R} (241)
A5 (R x Bd) = (1) 5 A%°(R x Bd). (242)
(Note here that, in A%, higher s means higher decay as |T| — oo, and the co means Schwartz
behavior at the side of the cylinder.) In general, if £ C C x N is an index set, we write
AE2o(R x B) (243)

to denote the Fréchet space of distributions which have partial polyhomogeneous expansions with
index set € at (OR) x B? (with a conormal remainder of order «), the terms of which are Schwartz
at R x 0B?. We can also work with LCTVSs of functions lying locally in one of these spaces, in
specified open sets. For example, it is often convenient to exclude {7 = 0}, so we write

AE=(R\{0}) x BY) (244)

loc

to denote the set of functions u : (R\{0}) x B¢ — C such that yf € AE*>°(R x BY) for any
Y € C((R\{0}) x BY).
Often, (0,0) is used as an abbreviation for the index set {(n,0) : n € N} (i.e. the index set
“generated” by (0,0) ). This index set is significant because
ALO=(R x BY) = C®(R,; S(BL)) (245)
is just the set of smooth functions on the Poincaré cylinder that are Schwartz at the sides. We will
not have much use for more exotic index sets here. In fact, below we only use the spaces
Al©0a)00 (R 5 By = AQ0(R x BY) + A%®(R x BY), (246)

the elements of which are just sums of elements of C*°(R-;S(B%)) and A*(R; S(B{)). Note that
the conormal spaces are indexed relative to L°°. So,

A((O,O),a),oo(ﬁ « Bd) C <T>—min{0,a}Loo' (247)
Lemma 3.16. If f € C®(X) and u € Al00:2)(R x BY) for some a > 0, then (1.f)u €
AlOD)00(R x BY), u

The reason this is not trivial is that ¢, f will not be smooth on the Poincaré cylinder (because f
cannot be constant at null infinity). However, since u is Schwartz at the sides of the cylinder, this
does not cause a problem:

Proof. Write u = (1) ™7+ 3, cnnealT) "tn for u, € ALD®(R x B?) and r € A% (R x BY). Via
Leibniz and eq. (180) and eq. (181), if L € Diff,(R x B%), then, for any ¢ € R,

(1 =) L(ri.f) € LR x BY), (248)
0 7. f € A®(R x BY). Similarly, for any L € Diffg(R x BY),

(1 —y*) Lunts f) € L°(R x BY), (249)
sod Untsf € AQDX(R x BY). From these observations, we conclude that (¢, f)u € A(0:0):2):(R x
B®). O

Another way of thinking about this is using the compactification [Qy; clg,{|t| = 7} NOO] described
in Remark 3.2 (and depicted in Figure 10). If u is fully polyhomogeneous (discussing the full case for
simplicity) on [M; #|par, then it is also polyhomogeneous on this more elaborate compactification,
since it comes from blowing up the corner of [M; .#|pa,. Moreover, u is Schwartz at all of the faces
corresponding to null infinity. By similar reasoning, f is smooth on this compactification. So, uf is
smooth on this compactification and Schwartz at both of the faces corresponding to null infinity.
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The Schwartz behavior allows us to blow down faces to conclude that uf is polyhomogeneous on
[M§ I ]par~ .
Let P, denote a differential operator on R\{0} x B of the form

Poge = 02 +dr 10, + 77 2(L.T)R + m? (250)

for R € M3 and T € C2°(X), which the Klein-Gordon operators studied in the rest of the paper have,
up to pre-multiplication of the error term by an element of C2°(X). The function ¢, T appearing
here can be fairly badly behaved as a function on the Poincaré cylinder, but as long as we are
applying Pe s to functions that are Schwartz at the sides of the Poincaré cylinder (which is all we
do), this will not matter.

Proposition 3.17. Suppose that u = eﬂmTT*d/Quo for

up € AP R\ {0} x BY (251)
for a € R with o > —1, and suppose that Pu = f for f of the form f = XM +=4/2=2f, where

fo € ALV ®R\{0} x BY). (252)
Then uy € AR\ [0} x BY). n

Proof. Let Pe’SC = 74/ erF’mTPe,SCeizmTT_d/ 2 denote the result of conjugating P, «c by the multiplica-
tion operator exp(fimt)r %2

Since M2 is closed under conjugations of this form (as seen from the definition eq. (192)),

Poge = 02+ 2imd; + 72 (t. V)R (253)
for some R € MN2. Since P.scu = f, we have Peﬁcuo = 772f,. Thus,
+2imdrug =7 2f1, fi=fo— 7'283u0 — (L*T)RUO. (254)
Under the hypotheses above,
fi € AL R\ (0} x B, (255)
just like fo. Indeed, 7202 is b-differential operator, so it preserves A (0 0,00 Likewise, we can

read off eq. (192) that
My C Diff} (R x BY), (256)
so R preserves AIOS 01020 ¢ well. Lemma 3.16 says that that multiplying by ¢, T does not change

the conclusion. So, eq. (255) is justified.
Integrating eq. (254),

w(r,y) = uo(ty) £ g [ 15 g (257)

The term ug(1,y) is Schwartz at y = 1. Using that a > —1 (which means that fi(7,y) = O(717¢)
as T — 0o, for some € > 0, and likewise for b-derivatives thereof), it follows that

ug € AL TVC R\ {0} x BY), (258)

because integration fi — [{ s72f1(s) ds maps conormal functions (with sufficient decay as 7 — oo
to avoid a logarithmic or worse divergence) to partially polyhomogeneous functions with a conormal
error with one less order of decay. We are integrating f1(7,y)/72, which has two orders of decay
relative to what ug is assumed to have, so overall we gain an order of decay in the conormal part of
uQ. ]

This proposition is the key to extracting 7 — oo asymptotics; using it inductively allows us
to deduce, starting from the conormality of ug, that ug possesses an expansion in powers of 1/7.
Indeed:
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Proposition 3.18. Let € > 0. Suppose that ug € At (R\{0} x BY) satisfies
Pe sc (eiimTTid/2u0) =f (259)
for some f € Ay (R\{0} x BY). Then, ug € .Aloc F(R\{0} x BY). [ |

Here, A5 (R\{0} x B?) is essentially the space S(R x BY) of Schwartz functions, except we are
not restricting 7 — 0 behavior in the former.

Proof. Since f is Schwartz, fo = eT™ 74242 f is in A7%>°(R\{0} x BY) as well. This result therefore
follows from Proposition 3.17, via an inductive argument on «, starting with a = —1 + €. ([l

By the Sobolev embedding theorem, we can relate the conormal function spaces to e,sc-Sobolev
spaces with module regularity:

Proposition 3.19. For any m € N and s, € R, H;5H°00%(R x BY) C AsH(d+1)/20R x BY) C

€e,sc

m,s—,00;00,00 (T d
H (R x BY). [
m,s,OO'oooo _ ™m,s,q;k,k m,s+,00;00,00 m, 50,50 ;00,00
Here H - mkz,neN ﬂgER He ,SC He sc mk,neN mgoe]R Uso>s He ,SC ’
and Hel™ 0,00 = Mk.wen Neer ﬂ50<s Hg’;g‘mm °°. Similar notation will be used for other

hierarchies of function spaces below.

Proof. Tt suffices to consider the s = 0 case.
o Let u € HILIT000 (R x B?). Since eq. (193) gives

Diff,(R x BY) C | J M, (260)
teN
Lu € HI0Too00o(R x BY) C (1 — y?) L3R x BY, gec) for each L € Diff, (R x BY) and
¢ € R. Since
L2(R X BY, goge) = (1)~ @HD/2(1 — )@ D2 L2 (R x BY), (261)

we deduce that w lies in the L%—based conormal space

2D/ 2o (R « BY) = {u e LA(R x BY) : Lu e (7) = @H/2(1 — 25 L2(R x BY)
for all L € Diff,(R x BY) and ¢ € R, e > 0}. (262)

The Sobolev embedding theorem implies that Z(4+1)/2+0(R x B?) € A@+1/20(R x BY).
e Conversely, suppose that u € A@T1/20(R x B?). Then, because L®°(R x BY) C (r)¢(1 —
y?) "¢ LE(R x BY) for any € > 0,

Lu e (7) @ /2(1 — ) L2(R x BY) = (1)(1 — ) V2R x B, gese) (263)
for any ¢ € R and L € (1 — y?)* Diff,(R x BY), for any ¢o € R. Since 0, (1) "}(1 — y*)9,, €
Diﬁb(ﬁ X Ed),

Diffe «(R x B?) C Diffy,(R x BY). (264)
Combining these observations, LoLu € (1)¢(1—y?)L?(R x B9, Gesc) for any Lo € Diffe s (R x
B?) and L € Diff,(R x BY). That is,

Lu € H™ (R x BY), (265)

€,sC
for any m € N. Since My C Diff,(R x BY), we can apply this for all L € Usen MG to
conclude that u € H(Z‘S’C_ €5%0,%0  Taking € — 07 and ¢ — oo, we conclude the result.
O
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Now let P = [0+ m? + Rq for some Ry € Diﬁié;i(@)'

As in Theorem 2, let x € C*°(0) denote a function supported in X and identically equal to 1 in
some neighborhood of Pf U Ff.

Proposition 3.20. Let m > 0 and s > —3/2. Suppose that u € S'(RY?) satisfies Pu = f for some
f € S(RY). Then:

o Ifuc Hﬁ:éi;ifo’oo’oo)m’oo(@), then w has the form u = w + xe™™(r)~%2y for some
w € S(RY) and v € 0550820550550 (0).

o [fu € Hﬁ:éi&ﬁm’w’s)m’m(@), then w has the form v = w + xe™™ (1)~%2y for some
w € S(RY) and v € 033059032 05%:C°°(0).

Proof. Note that, if we let Py = 0+ m? 4+ ¢Ry for ¢ € C°(X) such that ¢ = 1 identically on
supp X, then u satisfies Pyu = fy for some fy € S(R"¥). Now observe that Py can be written as
the pullback P = 1" P, s for an e,sc-operator F.s. on the Poincaré cylinder, with P, s satisfying
the conditions above. Indeed, we just need that pulling back Ry results in a linear combination of
elements of 77202 multiplied by pullbacks of elements of C2°(X). Indeed, Proposition 3.6 tells us
that Ry is a sum of operators of the form

CE°(X) e Diff2 >, (266)
so the pullback of Ry is a sum of operators of the form (¢*C°(X)) Diffg;;clo. Now,
Diff2 >0 = v Diff2%," € 777N, (267)

where the final C used Diff1%0 c 9y (eq. (192)).

e,sc
We consider the case when

- H(;y;:gziﬁoo,oo,sw);%w(@)’ (268)

and the others are similar. Let g = xof + [Po, xo]u for xo € C°(X) such that supp xo € x~}({1}).
We have Py(xou) = g. Since [Py, xo] is supported away from timelike infinity, where the de,sc-
wavefront set of u is, we have g € S(R"). Pushing forward to the Poincaré cylinder,

Pesc(tsxou) = (eP0)(texou) = ts(FPo(xou)) = tsg. (269)
By the hypothesis and Proposition 3.15, t,xou = et™™7 (1)~ 2y for
ug € Hws= /2000000 x BY). (270)

Likewise, 1.9 € S®(R x BY).
By Proposition 3.19, uy € A5T1/27°°(R x B?). Since s > —3/2, we can appeal to Proposition 3.18
to deduce that
ug € AR x BY). (271)
Letting v = x~"t"ug, this being well-defined because of the support condition on yg, we have
xou = xet"™ (1)~%2y, s0 setting w = (1 — xo)u € S(R), we have u = w 4 xe ™ (7)~¥2y. O

1

The following result will be useful when discussing the scattering problem in §7:

Proposition 3.21. Suppose that vy are Schwartz functions on either the the past or the future
timelike cap of M, not necessarily the same cap. Then, there exist some

u+ € 0npr0Si OnpeC™ (0) (272)
such that

e u4 has support disjoint from all of the faces of O except the cap on which vy is given and
the adjacent component of nf,
e u4, when restricted to that cap, is vy, and
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° P(Xde/f2Qd/2 +imy/t2—r2 )E S(Rl’d),

for each choice of sign. |

Proof. We consider the case where the timelike cap is the future one, with the past case being
analogous, and we consider only the plus case of the theorem, the minus case being analogous. We
work on R x B¢, considering v, € S (Bgl,). It suffices to construct
wy € (1—y*)®C®(R x BY) (273)
supported in [1, 00], x B such that W+ |{o0yxBe = v+ and Poge(77 2ty ) € S(R x BY). Indeed,
given this, set
—d/2 *_\— *
Uy = QPf/ (opet* 1)~ Y2 wy € C°(0) (274)
(which is supported away from Pf UnPf U Sf). Then, since Py = t* P, ¢, where Py is as in the proof

of the previous proposition,

P(ngp/fQQd/2 +zm\/t2—r2 ) _ [P()’X}(L*T—dﬂe—i-im‘rw_’_) + XL*P ( —d/2 +imT

wy)
+ (1 — ) Ro(xoi o e ™=y ) e S(RM). (275)

The construction of w, is a straightforward term-by-term construction using the structure of
P, ¢ described in eq. (250). Consider a formal series

wy 5 (7,y) zm e SBY([1/7]) (276)

Formally applying Pe . to 7-%2et ™ 1w, 5 yields 7742t P, (w5, where Ppge = 02 + 2im0, +
772(1,T)R, as in eq. (253). In order to make sense of Rw, s, we consider the Taylor expansion

00 d
(L T)R ~ Z 7k (ckaf + Z ci;(1— yz)afﬁyj
k=0 j=1
d d
+ D0 (=) ehe0y; Oy, + didr + 3 di i (1= y*)3y, + €k>, (277)
Jl=1 j=1

where ¢k, ¢k j, Ck.jos iy dijyex € C°(B%), with a polynomial rate of growth at the boundary.
Applying ]58,50 to wy x, the result is the formal series in 1/7, the kth term of which is a linear
combination of the w, g, ..., wy x_1 with coefficients in C°°(B°) having polynomial growth at the
boundary, and with the coefficient of wy ;1 being —2im(k — 1)wy ;. Thus, we can recursively
define a sequence

{we )72 C S(BY) (278)

such that wy o = vy and such that 1567scw+72 = 0, formally. Via the smooth Borel summation
lemma, there exists a wy € (1 —%2)*°C>®(R x BY) whose Taylor series at 7 = oo is given by eq. (276).
Multiplying by a cutoff, we can assume that w is supported in [1, 00|, X B?. The formal manipula-
tions above make sense at the level of computing the Taylor series of f = Pe7sc(7'*d/ 2e+im7w+7g),
which is a priori in 7-%2eT™7 (1 — 42)*°C>®(R x B?). The formal manipulations show that the
Taylor series of f at 7 = oo vanishes, which suffices to conclude that f is actually Schwartz. g

4. CLASSICAL DYNAMICS ON THE DE,SC- PHASE SPACE

We now study the (appropriately scaled) Hamiltonian flow of the d’Alembertian — i.e. the null
geodesic flow — of an admissible metric on the de,sc-phase space, near null infinity. Attention is
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restricted to the characteristic set of the Klein—Gordon operator, which depends on m. As seen
above, the symbol

p=plgu] = -2+ Z2 4+ 12 + m? € C°(T*RYY) (279)
of the Minkowski d’Alembertian is a classical symbol on the de,sc-cotangent bundle of order zero at

each face except df, where it is second order (that is, growing quadratically).
Let p[g] denote a representative of the principal symbol of O,. If g is admissible (see §7), then

plg) = p+ 0Prap;OStOart OFEDlo (280)

for some

The ‘lo’ stands for “lower order.” However, pj, is not subleading at df, so it does enter the principal
symbol. This would be true even if g,y — g were Schwartz.

Remark. Actually, the g considered in §7 satisfy
plgl =p+ S5 (0). (282)

However, in this section (and therefore in §5), the weaker eq. (280) suffices. We highlight this
because

0Pt 02peost 02prors ~ 1/(1 + 12 + 13712 (283)

so eq. (280) allows natural long-range terms which are excluded later.
In fact, most of the discussion in this section goes through for

plgl = p+ Si e (0). (284)

The only exceptions are the results relating to the source/sink structure of A/. Thus, while discussing
A, C, K, we will only use eq. (284). In work-in-progress, Molodyk—Vasy [MV24] are extending the
analysis in this and the next section to even more general long-range metrics than those satisfying
eq. (284). What ultimately matters for the arguments in §5 is the source/sink structure of the flow
at null infinity, which is not affected by adding to p decaying terms. However, if only eq. (284)
(or something weaker) holds, then it may be necessary to use different symbols than those defined
below to probe the source/sink structure. |

Let
plg] = 03splg] € C=(**T"0). (285)

Then, the characteristic set Chariﬁsc(P) = Ymlg] of any P € Diﬂ?z’eosC with principal symbol pg] is
given by

Smlg] = plg] = (0) NO(4*T"0), (286)

that is the portion of the vanishing set of p[g] contained in the boundary of the de,sc-phase space.
Over the boundary of O, ¥,[g] does not depend on g. In each fiber over the boundary ¥, [g] consists
of a two-sheeted hyperboloid (note that this notion does not depend on the choice of coordinates in
the base). By the admissibility criteria, which imply time orientability, ¥y[g] has two connected
components,

Em,:ﬁ: [g] = Zf’ﬂ [g] m Clde,sc?*@{iT Z O} (287)

Recall that if we drop ‘[g]’, then this just means evaluated for g = gy the Minkowski metric; this
notation applies throughout this section.

Recapping the proof of Proposition 2.7, and adding back in the 7 (the sc-angular momentum
coordinate) dependence:
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FIGURE 11. The characteristic set ¥y = Xy - U X 4, over o € nFf, depicted
using the momenta dual to (onf, 0sf) (left, if & € Qnesr+ ) and the momenta dual
to (ont, o1f) (7ight, if o € Quere + 7). The vertical axis is oriented so that page-
up corresponds to positive timelike momentum. The ‘e’ marks the submanifolds
N N, Over nPf, the situation is similar. Warning: in each of the coordinate
charts e 1 1, we use “£,(” to label momenta coordinates, but the meaning depends
on whether e reads nfTf or nfSf; otherwise, the two plots above would be the same.

e in Quere + 7, where we can use the coordinate system (ont, o1¢,6,§,¢,n) — Q;fQQrEflfdan +
our o7t Cdors + o oin do,

p=E& —26C+n*+m? (288)
and
e in Queet r, using the coordinates (ouf, 0sf,0,&,¢,n) — onf o5 dont + onf 05 Cdose +
onf 05 do,
p=—&+2C+n"+m’ (289)

Thus, over nf € {nPf, nFf}, and letting o € {—1,+1} be defined by o = 41 if nf = nFf and 0 = —1
if nf = nPf, the set X, +[g] N 957 ~1(nf) is given by

S 0] N Qurre oz 09w (0f) = ey o{C = (26) (€2 + 07 + mP) Fot >0} (290)
with respect to the first coordinate system and

B [9] N Qutstor N4 nH (0f) = Clacsere o{C = (260) 7€ =7 — m?), Fo€ >0} (291)

with respect to the second. These hyperboloids are depicted in Figure 11 in the d = 2 case.

4.1. The de,sc- Hamiltonian vector field. We now discuss the (properly scaled) Hamiltonian
vector field H,g). Defining Hyg) = oar(0pronprostonrrors) ™ Hypg),

Hp[g] = Hp mod QPfQinQSfQiFfQFbe(de’SCT*(O))- (292)

Since our focus is on the situation over 00, we will calculate the Minkowski case H, explicitly, and
the error Hyy) — Hp will turn out to be negligible.

In the Cartesian coordinate system (¢,x,7,&) — 7dt + 3%, & dz; € T*RYY, the Hamiltonian
vector field of p is

=20 23 ¢ 0 (203)
— o _ N

P ot =1 Z&xi

using our sign convention.

Remark. The reader may see the Hamiltonian vector field defined elsewhere using the opposite
sign convention. This does not affect any arguments, and the sign choice is merely conventional.
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Our convention is the one such that, on the positive frequency sheet ¥, 1, the Hamiltonian flow
propagates forwards in time (as depicted in Figure 5). |

With respect to the coordinate system (ont, oTt,0,&,(,n) — QI:fQQrEflfdan + Q;flgrffZCdQTf +

Q;leg{fln df, the rescaled Hamiltonian flow H, = Hy,,, defined by eq. (53), is given by

0 0 0 0
27 1o H, = (C=8) oy P +E2—0) =+ (P + (=) =+ (2 =) Va1, (294
0at Hp = (C=Qourg —+Lorig 20"+ =€) 50+ (17 +(E =7 57+ (2= Vses, (294)
where Vga-1 is the generator of dilations on T*S%!. (Le. Vga-1 = Z?;ll 7;0p, With respect to any
local coordinate system 61, ...,60;_1 on the sphere at infinity.)

On the other hand, with respect to the coordinate system (ou¢, 0st,0,&,(,n) — Q;f2Q§f1§dan +
Ot 051 Cdost + on' 05 110, Hy is given by
0 0 0 0
9-1,~1H — (¢_ _ on2 _ 2 o 2 e 29
2qr Hp = (€ C)anagnf §QSfagsf +(2n°—=¢ +§C)8£ +("=(£—=¢) )3C
The radial set R, URT C dese.O defined by eq. (58) is given over nFf NFf by {¢ = ¢, [¢] =
m,n = 0}, and likewise RZ URT C 4e5°T35.0 is given over nPf N Pf by {¢ = ¢, |¢| = m,n = 0}.
Likewise, for ¢ € {—, +}, the radial sets N are the subsets of X, ¢ defined by
Yme NS O N Clacs {6 =0} (a € Qupre+.7),
Yme NS O N Claeser o{6 =0} (a € Qugst+,R),

+(£—2¢)Vga-1. (295)

Ny ndes T 0 = { (296)

these two definitions agreeing on their overlap. Here o € nf. The radial sets C3, Ky C X ¢ are
cL = (Em,g N descs ) A de,scw—l(nf N Tf) ) Clde,soT*f@{n = 0})\N§ 7 (297)
ft — (Em,g N de’SCS*@ N de,scﬂ_fl(nf N0 Sf) N Clde,scf*f@{n = O})\Nc ’ (298)

for
e Tf = Ff and nf = nFf in the + case (0 = + in N3, C5,...),
o Tf = Pf and nf = nPf in the — case.
We can now define the final radial sets A% C ¥ ¢ to be the components of the remaining vanishing
set of H, in ¥ ¢, which can be seen to lie at fiber infinity. We will compute shortly that these are
nice submanifolds.
Consider fiber infinity over nFf N Ff, using the coordinate system in the half-space {{ < 0} over

Quere,+ 7 given by
1 £ . U

p=—=, s==, n=—-. 299
¢ ¢ ¢ (299)
Rewriting the formula eq. (288) for p in these coordinates,

p = p20%(s* — 25 + 7% + p*m?), (300)

which is s2 — 2s + 7?2 + p?m? = (s — 1)2 + %% — 1 + p?m? up to a smooth, nonvanishing factor in a
neighborhood of the part of the characteristic set under consideration. We therefore have

Smt ={(s = 1?+7* =1 - p’m?} (301)
locally. Rewriting eq. (294), we get
o o o
27 po 7 Hy = —(1 — 8)ont—— — SoTF—— —1)2|p= — (2 - 5)[#? — 1=
poa My = (L= s)ow gy — —sory —+ [ + (s =1%o — (2= 9) [ + (5 = 1) 5
+ (P4 s? =5 —1)Vaar. (302)
d—1 »

(In local coordinates for the sphere at spatial infinity, Vga—1 = Ej:l 7 0n; .) This only vanishes over
the boundary of O.
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H, on ¥y N9~ (nFf N FY) H, on 4 N9~ (nFf N Sf)

FIGURE 12. The vector field H,, plotted (in the case d = 2) on the hyperboloid ¥ +
over nFf NFf (left) and nFf NSt (right), versus the coordinates 7 and s or 7 and —\.
Increasing p corresponds to decreasing radii from the plot origin, and the boundary
of the disk lies at fiber infinity; thus, the gray disks in the figure are the compactified
hyperboloid viewed “from above.” In the left plot, we can see the portions over
nFf NFf of the radial sets ./\/i, Ri, Ci, located at 7 = 0 and s = 0, 1, 2, respectively.
In the right plot, we can see the portions of nFf N Sf of the radial sets N, AT, lCi,
located at 7 = 0,+1,0 and —X\ = —1, 1, 3, respectively. Restricting to the invariant
subset {7} = 0}, the plots show the same thing as Figure 5 over the relevant corners
of O.

Let us examine the situation over future null infinity, nFf, where o, = gnpr = 0. Then:
e if or¢ # 0, then H, only vanishes on ¥m 4 at ¥m N {s =0} = Xm N {s =0 = p, 7}, which
is just the set ./\/’jf,
e over the corner nFf NFf, if p # 0 then H, can only vanish on ¥, 1 if ) = 0 and s = 1, which
corresponds to Ri,
e at p =0, H,, vanishes on ¥, 1 only if s =2 or s = 0 (the latter as already noted), in which
case 7] = 0. The former possibility corresponds to Cj_.

So, in these coordinates,
N{ ={ous=p=10=s=0},
RI={ort=7=0,s=1p=m'}, (303)
Ci={ont=o0ri=p=7=0,5=2}

In the case d = 2, H,, restricted to X 4 N9~ (nFf N Ff) is depicted in Figure 12.

The situation on X, —, and over past null infinity, is similar.

We now discuss the situation near the spacelike corner of null infinity. Using instead the &, ¢
coordinates defined over Qyussf + g, the characteristic set crosses {( = 0}, as shown in Figure 11.
Consequently, p = 1/( is not well-defined on the whole characteristic set. Instead, consider the
coordinate system in the half-space {{ — & > 0} over Qyusr 4 g given by

1
P n

¢ Mo "Tow 0y
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In terms of these coordinates, p = p?03;(—471(1 — A\)(3+ A) + %2 + p?m?), which is —471(1 — \)(3 +
A) + 722+ p*m? =471 (A +1)%2 + /% — 1 + p?m? up to a smooth, nonvanishing factor. Therefore,
Sma = {47 A+ 1) +7* =1-p’m?} (305)
locally. Rewriting eq. (295) in terms of these coordinates,

(/\+3)[ +>\—1]aa)\

+ (72 = 1)Vaa-1. (306)

0 1 0 8
27 ot Hy = —op—— + = (1 — \) ogp—— 202 + A+ 1
pOgs Hp Qfagnf+2( )QSfag + = [ + A+ } Pap

Then:

o if o # 0, then H, is nonvanishing, so we have no radial set over the interior of Sf. We
could also have seen this from the fact that the situation over Sf° is canonically identifiable
with the situation in the sc-phase space, where no radial set lies over spacelike infinity.

e Moreover, if p # 0 then H,, is also nonvanishing. This is because, since A4+3 > 0 on X, 4 \df,
the coefficients of the 0,0, terms in eq. (306) do not vanish simultaneously outside of
df; an alternative justification is that the 9; terms vanish outside of df only if 7 = 0 (in
the right panel of Figure 12, the vector field is vertical only when ||7)|| € {0,1}, with the
latter possibility occurring only at fiber infinity), and then the coefficient of the d) term is
nonvanishing, since A < 1 outside of df.

So, the radial set must be at fiber infinity.

e At fiber infinity, H, vanishes only if A € {1,—-1,-3}. If A = 1,-3, then /) = 0, and, if
A = —1, then [|/||*> = 1. These possibilities correspond to Njf, ICI, and .A:[, respectively,
where H,, does, in fact, vanish.

Thus,
Nt ={ow=p=0A=1,7=0},
AT = {our =05t = p =0, =—1, 9] = 1}, (307)
KT = {ont = 03t = p=0,A= -3, =0}

The situation on ¥, —, and over past null infinity, is similar. The d = 2 case is depicted in Figure 12.

Remark. One feature of the dynamics that can be seen from Figure 12 and Figure 13 is the flow
from N N deser=1(Sf N nFf) to K1 through finite de,sc-frequencies, across nFf along fiber infinity
to CT, and then around to N7 N 4e5¢x=1(Ff N nFf) along fiber infinity (in the # direction). (This is
in addition to the other sort of path from one end of N to the other shown in Figure 5. That path,
however, crosses over the timelike caps.)

This bolsters the conclusion, forewarned in the introduction, that in order to control our solution
at N N deser=1(Ff N nFf), we need to already have control at N7 N deser=1(Sf N nFf). [ |

We now proceed with a few elementary computations in preparation for the propagation and
radial point estimates in the next section.

4.2. Flow across null infinity. The most basic of these, which captures the fact that the
Hamiltonian flow moves us along nf (except at N), is

Proposition 4.1. On S N9r~ 1 (nf*)\N§, a = [t| — r satisfies TcHppga > 0. |

Proof. We only discuss Nj, as the others differ by sign switches. We cover ¥, 1 N deser=1(nf°) by

de’scﬂ_l(ﬂnf[‘f7+7’]‘) (Quse +,r)- In the former, we can write o = QEfl — T, so, by eq. (294),
204r€

Hpo = — (308)
OTf

U de,scﬂ.—l
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FIGURE 13. The vector field H,
plotted (in the case d = 2) at the
part of fiber infinity in ¥, + over
nFf. Only the 7 > 0 (correspond-
ing to, say, clockwise motion in H, on Sy N deseg* @ M 4o~ (nFf)
Sg) half is shown. The horizontal B
axis is parametrized by arctan(t— /;:/’/;‘_:—E:\i‘i\
1), so the left end {arctan(t—r) = //:___?*\\\
—7/2} is over nFf N Sf and the //;r/—skxk \
right end {arctan(t —r) = +m/2}

is over nFf N Ff, and the verti-

T

cal axis is parametrized by an ap- \\‘Q\\\\‘\
propriate coordinate interpolat-

ing between the coordinates s and

—\ used in Figure 12. The radial & X

sets are colored as in Figure 12: \'X\ XN&X\& Xl

N along the bottom, £ in the i vevivaeld

top left, Ci in the top right, and -1.0 -0.5 0.0 0.5 .
AT in the center left. 2narctan(t — r)

(=

over nf®, and £ < 0 on X 1 N1 (Quere 1+ 7)\N (see Figure 11). So, the right-hand side of
eq. (308) is positive.

On the other hand, over Q¢ 4 r, We write o = —Q§f1 + R, so by eq. (295) we have
2
Hyo = — 2504t (309)
osf

over nf°. It is also the case that, using the definition of & relevant to Qusr 4+ g, £ <0 on Xy 4 N
deser =1 (Qugse 1) \W; (see Figure 11 again). So, Hpa > 0 on Ty 4 N 995~ (nf°)\ N The same

therefore holds for Hp[g]. O

Next is the source/sink structure of the flow at the various radial sets.

To simplify the discussions of the radial sets A, IC,C over the corners of O, we can assume that
o4t is given by the coordinates labeled p in eq. (299) and eq. (304) near the corners of @. Changing
to another bdf multiplies H, by a nonvanishing factor, so does not change the conclusions of the
propositions below. Discussing N requires a bit more care — the independence of the result on og¢
will require proof.

4.3. A. Consider the linearization of Hy[g] at AT. This is the same as the linearization of H, at that
set, which recall is given in local coordinates by eq. (307) (so A = —1, ||7]| = 1, and guf, osf, p = 0).
Equation (306) says

0 1 0 1
27 'H, = —ppf— + = (2 — — 4= 2| p—
p anaganrz( )QSfaQSerQ[ + ]Pap
1 0 0
- 2)12(|I9]| -1 2 1= Nl —1 2 1) ==
5 (0 2) (1Al - 1) +2)+A+1) 5+ (1= 1)( +2)( ) g
(310)

where we have swapped from using # as a coordinate to using ||7)|| and 7/||7|| € S*2 (the latter only
if d > 3). The terms in light gray are those that are dropped when linearizing:

0 0 0 0
27 H, ~ —onr— — +p—+ |41~ |7 1= +2(]7] - 1 11
b —ong —+osiy — g [ A0 al) + A+ 1] 552000l - 1 (311)

O00nt Oost o||n]|
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near AI. The right-hand side can be written

Ope \' /=1 0 0 0 0O Onf
ﬁgsf 0 1 O O O st
d 0 010 0 p . (312)
i1 0 00 1 —4 A+1
A1 0 00 0 2/ \1—[

If we ignore the upper-left entry, the matrix in the middle has all positive eigenvalues. So, AI is a
source in all of the coordinate directions except o¢, in which it is a sink, as depicted in the various
figures above.

Precisely:

Proposition 4.2. Fiz signs 5,0 € {—,+}. Letting ® € C®(1°T Q) satisfy R = 0Z¢ + p? + (A +1)?
near At., the symbol

Fy = Fi[g] = HyX — 450X € C™ (1T 0) (313)

vanishes cubically at AS within Xm[g], in the sense that
Fy € W3/2L0%° 4 0 RL™® 4 pg]RY2L>® (314)
locally. |

Proof. We only consider the case of Ai, the other three cases being analogous. Before doing so, it
is useful to reduce to the case where g is the Minkowski metric. Working in some local coordinate
chart 61,...,04_1 on Sg_l, we can write

Hyp — H G, B, 0 o =l 5, 0
plg] P
= Vagont=—— + Vi F Ve A Ve + 3 (Vo + Vi~ ) (315
OPf OnPf 0Sf OnFt OFf O Dgu P Dgst T Pop T O ; ( o0, T 8771') (815)

for some Vi, Vg, Vi, Vi, Vi, Vi, € C*° (45T Q). Applying this to R, the result is

H;1—H
Aol PR = 9Virgds + 2V,p0% + 2Va(A + 1). (316)
OPf OnPf 0Sf OnFf OFf
The ratios ng/N, pQ/N, and pgf(A 4+ 1)/X all lie in L (locally). Thus, we can absorb (Hp[g] — Hp)R
into the puRL>™ term in eq. (314). Also, using eq. (284),
PRYZL® = plgy]RVZL® C plgIRYZL™ + pnpogeRY/2L> C plgIRY2L + 0y RL™. (317)

Consequently, it suffices to consider only the case where g is the Minkowski metric.
By eq. (306),

27 THR = (1 - Node + 22 + A+ 12 + (A +3)272 + A= 1)(A+1) (318)
near .Ai. We write the right-hand side as 2R + F} ¢ for
Fro=—(1+A)gg + (20" + A = 1D)(0* + (A +1)%) +4(7° = (A + 1), (319)
which vanishes cubically at .Ai within ¥ In order to see this, we write Fy g = Fy 1 + pFy o for
Fii=—14+Ne+27' 0 =N+ D(p* + A+ 1% —202m?(p? + (A +1)?)
—(A+1)3 —4p’m?(A+1) (320)

and Fy o = 2p2+2(A+1)24+4(A+1) € 532

de,sc

ARY/2 00, Term-by-term, we see that F7 1 € N3/2p00 O
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4.4. N. The assumption eq. (280) guarantees that the linearization of H,, at A agrees with that
of Hy. (Note that this would not follow from the weaker eq. (284).) Let us examine the linearization
of H, at .

First, using the coordinates in which eq. (306), is written, eq. (307) says that the radial set in
question is located at A = 1 and all other coordinates besides pgf zero. Thus, in

o 1 o 1 0
—1 _ - - o _ - -~
27 H, = anaan+2(1 )\)QSfast+2[ +2},Oap
1 0
+ 5 +4)| +A—1]5+( — 1) Vaar, (321)

the light gray terms are dropped when linearizing:

0 1 0 0 0
2 Hp ~ 27 Hy & —oni— + 5 (1= Nosiz— + p5, T 2N~ Dgg —Verr  (322)

Oont 2 Oost X
near . From this, we see that A} is a sink in the g, and #-directions and a source in the p, A
directions, as depicted in the various figures above. The ggf direction (along N) is neutral.
The situation in the coordinates in eq. (302) is similar. Indeed, eq. (302) says

27'H, = —(1- )ana(;lf - SQTfaij + [ + 1}/?5{)
— @29 —s]%Jr( —1)Vaor, (323)

where as above the light gray terms are the ones dropped when linearizing at Njf (which in these
coordinates is located where all coordinates except or¢ vanish):

0 0 0 0
27 H, ~ —ppt—— — S0TF=—— 4+ p— + 25— — Via—1, 324
P O D M Dgre T P0p T 05 T 324
thus corroborating the conclusion above and showing that, in the relevant sense, it holds “all the

way up to” Ff.
We now prove several precise symbolic consequences:
Proposition 4.3. Fiz signs 5,0 € {—,+}. Setting a(m,{) = gTo’;, the symbol o = ag](m, ) €
C>® (45T Q) defined by Hpga = aa satisfies
(1) soa >0 on N3 if m > £, and
(2) soa <0 on NS if m < {.
|

Proof. We check the case of N, with the other three being analogous. Before doing so, it is useful
to reduce to the simplest case:

e We have alg] = a[gM]—l—a*l(Hp[g] —Hp)a. Because Hy,q—H, € QPanPfQSanFfQFbe(de’SCT*@),
(Hpg) — Hp)a = cu[gla (325)

for some o [g] € C*(45°T" Q) vanishing over the boundary of Q. So, a[g] = a[gm] + a1[g]
satisfies the conditions in the proposition if and only if a[gy] does. It therefore suffices to
prove the result in case when g is the Minkowski metric.

o If o4t is another choice of bdf of df, then

Hp(g 0t 005t = (04 + (éii))me[g] (%)m) Oft 00k (326)

assuming that « satisfies the conclusion of the proposition with the original choice, oqf, of
bdf. As H,, vanishes (as an element of Vi (45T 0)) on the radial sets, the second term in
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the parentheses vanishes at the radial set in question, so the proposition applies regarding
the modified bdf with

oy = o+ (dif()>me[g] (di(i;O)m (327)

in place of a, the two agreeing on N.

We can now calculate o over Quere 7 and over Quesr 4 g, using over each whichever
choice of pgr makes the computation simplest. (And these do not need to be the same choice
between Quere 7 and Quese 4+ R-)

With these simplifications in mind, we compute:
e Over Qure 4 7, we use the coordinates eq. (299), and we can take pqr = p locally. In this
case,
Hpa = 2(m(7? + (s — 1)) — £(1 — s))a. (328)
Thus, a = 2m(7* 4 (s — 1)?) — 2¢(1 — s) locally. At N, s =0and /) =0, so o = 2(m — {).
o Over Qusse + g, we use the coordinates eq. (304), and we can take pqr = p locally. In this

case,
Hya = (m(27% + X\ + 1) — 20)a, (329)
so a =m(27? + X+ 1) — 2¢ locally. At N-7, A =1 and ) =0, so a = 2(m — £) there as well.
U

Lemma 4.4. Fiz signss,0 € {—, +}.
e Given any compact subset K C NS N de’scﬂ_l(anI‘f’mT), there exist symbols sg, S1, 82 €
C° (5T Q) such that s = so near K, using the coordinates eq. (299), and
s0 = 819 + s2(7? + m?03) (330)

globally, with sy > 0 on N.
e Given any compact subset K C N3N de’scﬂ'_l(an‘Sf’a—,R), there exist symbols g, A\, Ao €
C® (45T Q) such that X = Ao near K, using the coordinates eq. (304), and

Ao =1+ Mp — Ao (7? + m” gfy) (331)
globally, with Ao >0 on N¢.
|

This lemma encodes, in a symbolic fashion, the fact that, on the characteristic set ¥y, of p (though
not plg]), s and 1 — A have a semidefinite sign; see Figure 12.

Proof. The proofs of the two parts are similar, so we only write up the first, and we only consider
/\/'j:, the other three cases being similar. In the coordinates eq. (299), we have

s=1—(1+4p— 7" —m’p?)/? (332)

near K, assuming without loss of generality that gqr = p locally. It is key that this holds
with a single choice of sign on the square root (near the other radial set ICI7 we instead have

s=14+1+p—7*— m2p2)1/ 2 and the transition between the two formulas happens away from
these two radial sets). We can write

(1-y+2)"?= 0=y +2R(y,2) (333)
for R(y, z) smooth near {y = 0,z = 0}. Applying this with z = p and y = H? + m?p?,
s=1—(1—7"—m’p")"/? = pR(H* + m*p*, p)

] ’ T ) (334)
= R(0, —7* — m?p?)(#? + m?p?) — BR(H* + m?p?, p).
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Note that the functions R(7? + m?p?, 5) and R(0, —H? — m2p?)(7? + m?p?) are or can be extended
to smooth functions on some neighborhood of K on de:scT (). Thus, we can find sg, s1, s2 such that
eq. (330) holds, with

s1 = —R(7* + m?p*, ) (335)
and sy = R(0, —7? — m?p?) locally. (Away from K, sq is not constrained, so all we need to do is
extend s1, 89 to smooth functions on the whole radially compactified de,sc-cotangent bundle to
satisfy eq. (330) globally, taking eq. (330) as a global definition of sy.) Since R(0,0) = 1/2, we have
s2 > 0 near K, so we can arrange s > 0 globally. O

So far, the definition of 7 has depended on which corner of O is included in the coordinate
chart under consideration. For the next proposition, we use an almost-global definition: away from
clog{r = 0}, let

7?2 = 1?03, (336)

where 7% = gé}_l(n, n) is defined using the standard spherical metric gga—1. If pgr is chosen so that
it is given by one of the coordinates called p above in the coordinate chart under consideration, then
H? agrees with what we called “7?” previously.

Proposition 4.5. Fizs,0 € {—,+}. Letting 3 € C®°(%°T Q) be defined by I = 02; + 7> near
null infinity, the symbol

Fy = Hypg 3+ 400 € C®(*T"0) (337)

vanishes cubically at NS within Xn|g] in the sense that Fy € 23/2L® + 04, AL + plg]|L>® locally.
|

Proof. In fact, we prove the slightly stronger statement that each of ¢ and 7? have the same
property:

Hyig105t + 5o 00, Hpjg” + dsoi> € %2 L + 04s 3L + plg] L™ (338)
locally. This version of the proposition has the advantage that it manifestly does not depend on the

choice of pq¢, which affects 3 through 7. Indeed, if oqs, is some other boundary-defining function of
df, then

%it,0 030 Caro 03t 0

9 Pdf, 2Qdf0 O, 9 5 - 7

Hp[g] (77 2 ) + 450 5 = — o5 (Hp[g]n +4son)”) + 7 Hp[g] (72 ) (339)
at Ogf Ot 03¢

Since H,, vanishes at the radial set N, which has ¢%; + 7? + gczhc as a quadratic defining function

plg]
within some neighborhood of itself within the characteristic set,
2
. 0 .
7’ Hp[g]< ;;’O) e P12 4 0ar AL + plg] L. (340)
df

Thus, this new term vanishes cubically at Ng within X, [g], as desired.
In addition, by similar reasoning used in the proof of Proposition 4.2, it suffices to prove that

Hpo2 + 4soolp, Hpi? + dson? € I¥2L> + 0L + pIL™, (341)
i.e. a slight strengthening (stronger because paL> is in place of pL>°) of the desired result in the
Minkowski case. Indeed:

e since H, —Hypg is O(gif) as a b-vector field, the differences that result from replacing p with
plg] in Hpo?s, Hpyf? lie in J3/2 %0,
o pIL> C plg]L>® + I3/2L>.
We now prove eq. (341). Consider the case of Nj, the other three being analogous.
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e First consider the situation over Qpere 4 7, using the coordinates eq. (299), taking og4¢ = p
locally. Then, Hp,0%; = —4(1 — s)02; and Hph? = 4(7* + s> — s — 1)/? locally. Thus, the
claim is that

502, (77 + 52 — s)7? € D2L>® + 04 L™ + paL™® (342)

locally. Indeed, this follows from Lemma 4.4; #* € 3%/2L°° and using the cited lemma
to replace s with a linear combination of p,#?, p? = Qﬁf, we see that the remainder of the
left-hand side of eq. (342) lies in the set on the right-hand side.

e Over Qusr 4 g, we use the coordinates eq. (304), taking po4¢ = p. Then, Hpgif = —40%;
and H,7? = 4(7? — 1)/? locally. Thus, the claim is that #* vanishes cubically at ./\fjf N

de,scw—l(anSf&’R), and this is true.

0

4.5. K. Linearizing H,, ~ H;, near lCi (given by eq. (307) in the coordinate system in terms of
which eq. (306) is written), the light gray terms in

0 1 0 1 0
27'H, = ~(4- _—_— 9],
~onig +5( )ost 9o T2 [ }Pap

+1(A+3)[ —4}2+( —D)Veas (343)

2 8}\ Sd*l
can be dropped, leading to:
0 0 0 0
THHy 22 H & - — —p - L 44
2 Hp[g] 2 Hp Onf5— Dont + 20g¢ dost op 2()\ + 3) B3\ — Va1 (3 )

Thus, ICI is a source in the pgf direction and a sink in the others, as depicted in the various figures
above.

Proposition 4.6. Fiz signs ¢, € {—,+}. Letting 1€ C®(°T"0) satisfy 1= 02 + p* + (A + 3)?
near KS, in the coordinates eq. (304), there exist Fy, E3 € C®° (45T Q) such that
Hp[g]:l = (0(—43 — E3> + Fj, (345)

Es > 0 everywhere, and F3 vanishes cubically at K within ¥m[g] in the sense that Fy € Br2ree 4
0seAL>° + p[g]AL> locally. m

Proof. By similar reasoning to that in the proof of Proposition 4.5, it suffices to consider the case
when g is the Minkowski metric. We consider the case of ¢, = 4+, that is of ICI, the other three
being analogous. Then,

Hpd = —402% +2(27% + A+ 1)p* +2(27* + X — 1)(\ + 3)?
= 434+ 2272 + A+ 3)p* + 227 + A+ 1)(\ + 3)%

Choose a symbol Es5 > 0 such that F3 = 4(\ + 3)? near KI. Then, eq. (345) is satisfied by setting
Fy =2(27% + X+ 3)(p* + (A + 3)?), and this vanishes cubically at K] in the desired sense. O

(346)

4.6. C. Linearizing Hy, ~ Hp near Ci (given by s = 2 with other coordinates vanishing in the
coordinate system in terms of which eq. (302) is written), the light gray terms in

2—1Hp =1+ ) Onf 821 ( + 2) ot agan 4 [ + ( + 1)2]paap
—(2—8)[ +( +2) - —2}§S+( + ( +2)2 - —3)Vsd,1 (347)
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are dropped. Thus,
0 0 0 0
27 H i ~ 27 H, & onp = — 20Tt + po- + 2(s — 2) = + Viao 348
plg] P Onig = 20mig gt (5 = 2) 5 + Vea (348)
near CI. So, CI is a source in the gy¢ direction, as well as the p, s, 7 directions, and a sink in the
ors direction, as depicted in the various figures above.

Proposition 4.7. Fiz signs s,0 € {—,+}. Letting 1€ C® (T Q) satisfy 1= 0 + p* + (5 — 2)?
near CS in the coordinates eq. (299), there exist Fy, By € C® (4T Q) such that

H, 7= so(477+ Ey) + Fu, (349)
Ey4 > 0 everywhere, and Fy vanishes cubically at CS within Ym[g] in the sense that Fy € T3/2L>® +
ot 1L + plg]TL>® locally. -

Proof. By similar reasoning to that in the proof of Proposition 4.5, it suffices to consider the case
when ¢ is the Minkowski metric. We consider the case of ¢,0 = +, that is of CI, the other three
being analogous. Then,

Hy 0 =4(s — 1) 0% + 47 + (s — 1)2)p% + 4(s — 2)%(7%* + s(s — 1)). (350)

Choose a symbol Ey > 0 such that E4 = 4(s — 2)? near CI. Then, eq. (349) is satisfied by setting
Fy =4(s —2)0% + 4(7? + s(s — 2))p* + 4(s — 2)%(7? + (s — 2)(s + 1)), and this vanishes cubically at
C{ in the desired sense. O

4.7. R. Consider the final radial set. We postpone the rigorous statements until §6. Here we just
discuss the linearization of Hy, at RI We only examine the situation near nFf N Ff, since the
situation over the interior of the timelike cap Ff can be identified with the situation in the sc-phase
space.

We rewrite eq. (302) as

27ty = ~(L = S)ow— — (1 1+ Derego— +
+( — D[+ ( +1)(s—1)}%+( +( +1)2 - —2)Vaor, (351)

where, since R is locally the set where s = 1 and the other coordinates except or¢ vanish, the light
gray terms are the ones dropped in the linearization:

0 0 0
2~ 1H ~ 2 'H ~—(1—8)onf=— —orf=—— —(s—1)— — Viga—1. 352
p[g] p ( ) n agnf 8@Tf ( )83 S ( )
So, RI is a sink in the gry, s, 7 directions and neutral in the g, and p directions. The neutral
directions are the expected ones: the g, direction is along R, and the p direction is orthogonal to
the characteristic set at R (which means, since H,p = 0, the p direction had to be neutral). Thus,

RI is a sink within ¥, 4, as shown in Figure 5, Figure 12.

5. PROPAGATION THROUGH NULL INFINITY

In this section, let P € Diffi’(gsc(@) denote a de,sc-differential operator such that
P =0, +m? + Diffg, 2(0) (353)

for an admissible metric g. Thus, the symbol p[g] : 2%, & da; — g1 (&, €) + m? of O, + m? is a
representative of afl’eosc (P).

We state in §5.1 the microlocal version of the proposition that a lack of decay of solutions to
Pu = f, for nice f, as measured by de-wavefront set on the boundary of the Penrose diagram,
propagates along null infinity. We then prove a series of radial point estimates, two at each of the
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radial sets A, N, C, K lying over null infinity: A in §5.2, A/ in §5.3, K in §5.4, and finally C in §5.5.
Each of these is a saddle point of the de,sc-Hamiltonian flow. The radial set R, which lies instead
over the timelike caps, is postponed until the next section. The two main results of this section,
gotten by concatenating the various estimates, are:

Theorem 3. Suppose that m € R and s = (sps, SuPpt, Sst, Surf, S¥t) € R® satisfy
e m > sur+ 1,
o 2sgr > max{—2m + 2spr + 1,m + Syr — 1},
® 2s7f < m + Sp — 1

when (Suf, sT£) = (SnFe, SFe) and when (sue, sTf) = (Supf, Spf). Suppose that u € 8" is a solution to
Pu = f such that, for some T € R,

WEwsst (y) N Lely{t =T} = @ (354)
and such that WFj, 51 (f) C R. Then, WF:3 (u) C R as well. u
Remark. Using the ordinary sc-calculus, it can be shown that, given the setup of the theorem,
WEFS (u) € RUdeser=1(nf). Of course, the refinement is only over null infinity. [

Theorem 4. Suppose that m € R and s = (spt, supt, Sst, SuFt, Srt) € R® satisfy

o m < spr+ 1,

o 2sgr < min{—2m + 2sp¢ + 1,m + syf — 1},

® 257¢ > m + Spr — 1
when (Suf, sT¢) = (Sure, sve) and when (sue, sT¢) = (Supt, Spe). Suppose that u € S’ is a solution to
Pu = f such that, for some neighborhood U C 95T Q of R,

WFgs.(u) NU C R, (355)
and likewise suppose that WFZ:;;’SH(JC) CR. Then, WF{ (u) € R as well. [ |

Theorem 3 is proven by propagating control through the radial sets in the order described
in eq. (63) (except for R, which we will not discuss until §6). Theorem 4 is proven by instead
propagating control through the radial sets in the order described in eq. (64), eq. (65). (As it is
written, Theorem 4 is for propagating control from all of R, not just R_. However, if we only know
that w is under control near say R_, then we can cut off u near Ry and apply the theorem to the
cutoff version.)

The e,b-analogues of the results in this section can be found in [HV23, §4]. As the arguments
below are very similar to those there (and de,sc-analogues of the standard sc-results described in
[Vas18] anyways), we will only sketch the key points. To handle the situation away from null infinity,
we can simply cite the propagation results established using the sc-calculus, and so this will be
described in even less detail.

Note that, by the definition of admissibility, (], differs from the Minkowski d’Alembertian OJ by

an element of Diffﬁ’e;i(@) with real principal symbol. A consequence is that
P — P* € Diffy, 2(0), (356)

where P* is the formal adjoint with respect to the L? (R1+d) inner product, with respect to which
O = [O*. This restriction on P — P* simplifies the radial point estimates, which, as in in [Vas18],
would otherwise depend on the values of
1 -1 -1 -1 -1 -1 _1,-1 0,0
0dr0pt Onprlsf OnreOrt 'Ude,sc(P —P%) e Sc[le,s}c(@) (357)
along the various radial sets. Let

p1 € Sy 2(0) € oy 2(P — P). (358)

e,sc
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We can choose p; to be real-valued, since P — P* = —(P — P*)*. While p; will be insignificant for
the proposition statements below, we must keep track of it in the proofs, since it is subprincipal
(i.e. only subleading by one order) in the differential sense, and subprincipal symbols enter positive
commutator arguments.

5.1. Propagation Between the Radial Sets. Using the nonzero component of H, along the
punctured fibers 957~ (nf)\ N, we get the following:

Proposition 5.1. Suppose that u € S’ satisfies WF;°_(uw)Ndeser=H(nf)n(N U (clpf{|t| —r =

de,sc

v})) = @ for some v € R. Suppose further that, for some v1,ve € R satisfying v1 < v < va,
W o (Pu) n9e=n ™ (clp{vy < [t] — 7 < wa}) TN (359)
Then, WEJLS, (1) 1 €5¢n " (clo b1 < [t] — < 1)) = . .

Proof sketch. As seen by rewriting it in terms of gsf in Qusr o r and in terms of or¢ in Quere o7,
the function [t| — 7 is monotone under H,, on each component of

(Em,i N de,scﬂ_—l(d@{vl < |t| —r< UQ}))\N (360)

(see Proposition 4.1). The proposition therefore follows via the usual proof of Duistermaat—
Hoérmander type estimates, using elliptic regularity off of the characteristic set. The point is
that any integral curve of H, g in the relevant region of the characteristic set has to have one end
(see Figure 5) at one of the sets N or

de’scw_l(cl@{]t] —r=uv}), (361)
where we are assuming control. [l

Proposition 5.2. Let m € R and s € R%, and suppose that u € S’ satisfies WFQZSSC(U) NA=g.
Then, if WET T (Py) 0 (desen—1(nf\TF)) C {7 = 0},

de,sc
WEGS(w) N (4~ (nf\Tf)) C {7 = 0}. (362)
Moreover, if WF33 (u) N(AUN) N9 r =1 (nfNSf) = & and WFgle’_si’SH(Pu)ﬁde’scﬂfl(nfﬁSf) CK,
then WFZ;ZC(U) ndeser=I(nf N Sf) C K. [

Proof sketch. By eq. (306), pst is monotone with respect to Hp, along the invariant set {||7[| =
1} N Xm +. (This invariant set is one of the integral curves in Figure 13. Which it is depends on the
parameter R in the definition of the coordinate system.) So the assumption WF (u) N A = @
allows us to conclude, using a Duistermaat—Hormander estimate, that ’

WEGS(w) {10l =1} = 2, (363)
using an elliptic estimate off ¥ 4.

By eq. (306), the function #? is monotone under Hpfg) 00 X+ N (deser=1(nf\TE))\{||A|| = 0, 1}
(see Figure 12). We can therefore propagate the control on WFgLezc(u) N {]||9]|| = 1} to conclude
eq. (362).

To get the second part of the proposition, we use another propagation estimate, this time based
on the monotonicity of A under H,jg on {7 = 0} N desser=1(nf N SF)\ (N UK), which we also read off
eq. (306) (again see see Figure 12). O

Propagating in the reverse direction:
Proposition 5.3. Let m € R and s € R%, and suppose that u € S’ satisfies WFZZSSC(U) nNK=a.
Then, if WE . .o*"! (Pu) ndesa=l(nf N Sf) € {p =0 and X € [-1,+1]}, then
WET® (u) n9n=t(nf N SF) C {p =0 and X € [-1,+1]}. (364)

de,sc
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If, in addition, WF"> (u) NN Ndescr—1(nf N Sf) = & and WF'T. 15T (Pu) ndeser—1(nf N Sf) C A,

de,sc de,sc
then WSS (u) N e =1(nf N Sf) C A. m
Over the other corner:
Proposition 5.4. Let m € R and s € R, and suppose that u € S’ satisfies WFZZ;ZC(U) NC=a.
Then, if
W oM (Pu) n9esr L (nf N Tf) € {7 = 0,5 < 1}, (365)
then WF% (u) N deser=l(nf N'Tf) C {# = 0,5 < 1} as well. If, in addition, WFS () NN
descr=1(nf N Tf) = @ and
WET D (Pu) ndeser—1(nf N Tf) C R, (366)
then WFQZ’ZC(U) ndeser=l(nf N Tf) C R. [

Proof sketch. The argument is slightly different than the previous in that each part involves two
propagation steps. For the first step, we propagate control to the rest of

Yt N9 (nf N TF) N de°S*Q (367)
using s as monotone function, which, according to eq. (302), is monotone under H,, on
(.4 N9 (nf N TF) N 9°S*Q)\(C UN). (368)

Having done this, we conclude an absence of wavefront set at fiber infinity except possibly at N.
Next, this control can be propagated to the rest of S, 4 Ne5x=1(nf N TF)\{f = 0,s < 1} using p
as a monotone function, which is monotone in the interior of the fibers according to eq. (302). (See
Figure 12.) For the second part of the proposition, the argument is the same, except after the first
step we conclude an absence of wavefront set at all of fiber infinity, including at A/, and then the
second step propagates control to everywhere except R. (|

Propagating in the reverse direction:

Proposition 5.5. Let m € R and s € R®, and suppose that u € S’ satisfies WF;° (u) "R = @.

Then, if fose
WE o (Pu) N 9o~ (nf N 'TF) N 9°°°T*0 = o (369)
(that is, the de,sc-wavefront over nf N'Tf is at fiber infinity), then WFZ;’,SSC(U) N deser=1(nf N'TF) N
deseT*Q) = @ as well. If, in addition, WFgZiC(u) NN Ndeser=l(nf N Tf) = & and
W " (Pu) ndesn ! (nf N Tf) C C, (370)
then WFSZSSC(U) ndeser=l(nf N Tf) C C as well. mo

5.2. Propagation Through A. As seen above, AT (with the signs the same) is a source in the
fiberwise directions and with respect to the direction along the null face, but it is a sink in the 9, ,
direction. The same holds for A$ (with the signs opposite), with “source” and “sink” switched.
Thus, we can prove two estimates:
(1) propagation from a band {€; < pn¢ < €2} hitting spacelike infinity into .4, and
(2) propagation from an appropriate annular set defined using the other coordinates around .4
into A.

Proposition 5.6. Fiz signs ¢,0 € {—,+}. Suppose that m € R and s = (sp, Snpt, Ssf, SnFf, SFf) €
RS satisfy m — spf + sgp > 1/2, where snt € {snpt, Surt}, depending on o in the usual way. For any
€1 > 0, there exists some €y € (0,€1) such that, if u € S’ satisfies

o WE ISt py)ynAs = o,

de,sc
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® WFQZ’,SSC(“) N{p?+ (|9 = 1)+ A+ 1)? + 0d; < €1, €2 < onf < €1} = D for some € € (0, €9),
it is the case that WFZE}?C(U) NAS = 0. m

Remark. Here, {p? + (|7l — 1) + (A + 1)?> + 0% < €1,62 < gnt < €1} denotes a subset of

de’scﬂ'_l(anSf’o—’ Rr). Similar notational conventions will be used below. [ |

Note that the condition
WEGS () N {p* + (17 =1 + A+ 1)° + g§ < e,ee < o < €1} = @ (371)

can be rewritten in terms of WEF{*S!(u), as the second set is disjoint from null infinity.
The linear combination of m, syf, ssf showing up in the threshold hypothesis

m — Spf + Sgf > 1/2 (372)

in Proposition 5.6 can be read off of the linearization of H ) at A presented in eq. (311) (remembering
that p = oq4¢). Indeed, the coefficients of the linear combination are exactly those in eq. (311). The
same sort of observation (mutatis mutandis) will apply to all of the propositions in this section.
This can be used as a simple sanity check.

The direction of the threshold condition eq. (372) can be figured out using the heuristic that, when
propagating control through a saddle point, we need to assume more “incoming” regularity /decay
than outgoing regularity /decay. Since Proposition 5.6 allows us to propagate control from fiber
infinity and Sf into nf, this means that we must assume that m + sg¢ is sufficiently large relative to
Snf-

Proof. We handle the case ¢,0 = +, the other three being analogous. Consider the symbol

14
ap = 01 Optr Ot (373)
for myg, sg, o € R given by mg =1 —2m, sg = —1 — 2su7¢, and £g = —1 — 2sg¢, where, as above, we

arrange for convenience that near Ai, 0df = p, onrFf = onf (we will always do this below). Then, by
eq. (306),

Hpao = (mo(27* + A+ 1) — 250 + £o(1 — \))ao. (374)
Thus, we can write Hyga0 = —aag for a symbol a given by o = —mo(272 + A+ 1) + 259 — £o(1 — N)
over null infinity. Exactly at Ai, A=—land 7% =1, so

a|f¢ =2(—mo + so — lo) = 2(—1 + 2m — 2sypr + 2sg5¢) > 0, (375)

with the last inequality coming from our assumption that m — spp¢ + sg¢ > 1/2.

Let x € C2° be such that —sgn(t)x'(t)x(t) = x3(t) for some xo € C°(R) and such that y = 1
identically in some neighborhood of the origin (the construction by modifying e Yt is standard —
see e.g. [Vas18]). For F € R, let xr(t) = x(Ft), and correspondingly let

Xor (t) = F'2xo(F 1), (376)
so that —sgn(t)x} (t)xr (t) = xo,r (t)%. Modify ag by using the x/(¢) to localize near AZl: define
a € C®(4°T*Q) by

a = xr(plg)*xr (ont)*xr (N)?ag (377)

near AT, where X is as in Proposition 4.2. (For convenience, taking f sufficiently large, we arrange
that a is identically zero outside of the region for which the definition eq. (377) is taken.) This does
indeed localize near Ai, in the sense that given any open neighborhood U > A¥, we can choose
F,F' > 0 sufficiently large so that suppa C U.

Letting F} be as in Proposition 4.2,

Hpga = —aa+2(1+outg)xs () *X0.r (0ur)* X () nrao—2x;+ (Blg])*xr (0ur)* X0, (R)*(4R+Fi)ag
+2x7 (Bla)) xr (Blg]) xr (ens)*xr (R)*@plglao, (378)
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where ¢ = Q(;szp[g] ng c Coo(de,scT*(O))’ <o that Hp[g]ﬁ[g] _ qNﬁ[gL and
9= —0af (Hyjg) = Hp)eur € C%(**T"0). (379)

Let w = o3/ 0psonpt 08t 0nrt 0Ft, 50 that Hyg = w™ Hypy.

For all £ > 0 sufficiently large, for £’ > 0 sufficiently large, for § sufficiently small we can define
symbols b, e, f, h, z € Sgé?sc such that

Hyjgja +w ™ pra = (=dag*a® — b + e*ont — f* + h)ao, (380)

Hyga+pra = (—6a52a2 —b? + % our — 2+ h)wag

everywhere (where recall that p; was defined in eq. (358)), with b = x//(B[g])xr (ont)xr (R)(a —
dagta —wp)/?

e=1/2(1+ onfg)Xxs ’(ﬁ[g])XO,F(an)XF(N)7

(381)
F=V2xr(Blg))xr (0ut)xo.r (R)(AR + F1)Y/2,
and
h = 2x7 (gl xr (Bl xr (eur)*xr (R)*@plg] (382)
near .Ai. It is because
w™lpr € Sh (383)

vanishes at Ai (and in fact, over all of the faces of Q) that we can take [, F’ sufficiently large so
that the —w~!p; term under the square root in the definition of b is guaranteed to not spoil the
sign. Likewise, as long as f is sufficiently large, and F’ is sufficiently large relative to F, then, from
the description of F} in Proposition 4.2, 48 > F} on the support of f, which is why f is well-defined.
Similarly, as long as F is sufficiently large, e is well-defined.

Quantizing, we get A = (1/2)(Op(a)+Op(a)*) € g 0,700,700, 0,790,729 hic heing self-adjoint

de,sc

(here, we are just using the L?(R"¢) inner product, not L?(RY?, g)), and

B = Op(wl/Qaémb) c \Ilm’(*ooﬁoovssf,snpfﬁw)’

de,sc
E = Op(w1/2aé/zgi426) € \Ilgé’,(szoo’foo’SSf’foo’foo), (384)
F = Op(wl/Qa(l)/gf) € \I/g;(s;oo’_oo’SSf’s“Ff’_oo),
and H = Op(waph) € \Ilflzs’g_oo’_00’285f’28“Ff’_°°), such that
—i[P,A|4+i(P — P*)A= —0AN’A - B*B+E*E - F*F+ H+R (385)
for some R € W;ezg’(_m’_m’_Q_zo’_2_80’_00). Above,

A= (1/2)(Op(w1/2a0_1/2) 4 Op(wl/Qaal/Q)*) c \Ijl—my(—1/2:—1/27_1—55f7—1—5an7—1/2). (386)

de,sc
The quantization procedure can be arranged so as to preserve essential supports, so that
WF:ie,sc(B)>WF:ie,sc(E)7WF21e,sc(F)v WF:ie,sc(H) - WF:ie,sc(A) - Supp(a) (387)

which, via the definition eq. (385) of R, also forces WFy, ((R) € WF{, ((A). We have WFy, .(E) C
supp(xr (Plg])xo0,r (ont)xr (R)) specifically. For each e > 0, by taking F sufficiently large,

WF oo (E) C{p* + (|7l = 1)* + (A +1)* + 0§ < €1, €2 < 0nf < €1} (388)

as long as ¢ is sufficiently small relative to f .
Computing

2iS(Au, Pu)r2 = (P*Au,u) 2 — (APu,u)r2 = ([P, A] + (P* — P)A)u, u) 2 (389)
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and assuming temporarily that u is Schwartz, we get
—23(Au, Pu)2 = ((—i[P, A] + i(P — P*)A)u,u) 2

(390)
= —Ol|AAu|F2 — | BullFz + [|Bullfz — [|Full?2 + (Hu, u) g2 + (Ru,u) 2.

Thus,
|Bull72 + 6l|AAul72 < || Eull7z + [(Hu, u) 2| + [(Ru, u) 2| + 2|(Au, Pu) 2|, (391)

From this, it can be deduced that, for each N € N, for some B € \Il?lfsc elliptic at ,AI and F € \Ilg’eosc
with .

WFiie,sc(E) = WF&e,sc(E)a (392)
the estimate

||BUHZM,(N,N,SSf,San,fN) 5 HEN‘U||ilm,(7N,fN,sSf,fN,fN) + ”GPu|’ilmf1,(*N,*N,ssf+1,5npf+l,fN)

de,sc de,sc de,sc

+ HGu||Zm—1/2,(—N7—N7sz—1/2,8npf—1/2,—N) + HququN,fNu (393)
de,sc

de,sc

holds for some G € \Ifg’gsc having essential support in a small neighborhood of Ai (that can be
taken arbitrarily small by making F arbitrarily large, but also at the cost of making the essential

support of B, E smaller), chosen so that
WFiie,sc(l - G) N WFiie,sc (A) =a. (394)
Since we will use (and leave implicit) similar arguments below, we explain once the details of the

deduction of eq. (393). Indeed, we can choose B, E to differ from B, E by some elliptic factors, so
that

1Bull 35 oner ) S Bl gz + [l .-, (395)
de,sc de,sc
[Eullr2 S [[Eul ym-v-msge-n-m) + [|ull v (396)
de,sc de,sc

Referring to eq. (382), the essential support of H is in the elliptic set of P, so an elliptic estimate
controls the (Hu,u)2 term in eq. (391):
[(Hu,u) 2] S NCPUIR, a0+ [0l

de,sc de,sc

. , : (397)
~ ||GPUHHm—1,(—N,—N,ssf+l,san+l,—N) + ”uHHfN,fN‘

de,sc de,sc

The (Ru,u)r2 term in eq. (391) is just estimated with Cauchy—Schwarz (and an elliptic estimate):

’<Ru7 /U/>L2‘ S HGU"i{sz;i/2s(7Nv7N*SSf71/27San71/277N) + HUH?{d_eI’\;:_N (398)

Finally, we can choose G € \Iig’e(?sc also satisfying eq. (394) such that
IAAGPullz S IGPUl ot v aggi om0 (399)

de,sc
where A_; is a parametrix for A, and then we can bound the (Au, Pu) 2 term in eq. (391) as follows:
[(Au, Pu) 2] < [{Au, GPu)pa| + |{Au, (1 — G) Pu) o], (400)
|(Au, (1 = G)Pu) 2| < [|ull?,—~-n, (401)
de,sc

|(Au, GPu) 2| S \lUIIZ;N,—N +[|AAul| 2 |A—1 GPu 2

[AAul| 2| A1 GPu| 12, < 27 || AAul2e + 27 e | A1 GPul3s (402)

S 2_15”/\1474”%2 + 2_15_1”GPU|’Zm—1,<7N,7N,ssf+1,snpf+1,fN>

de,sc
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for any € > 0, where the bound is independent of €. If ¢ is sufficiently small, then we can absorb
the 27 ¢||AAu|| ;2 term into the §||AAul|z2 term in eq. (391), yielding eq. (393), as claimed. The
constant implicit in eq. (393) depends on all of the operators involved, and on § and N, but does not
depend on u. Thus, assuming that w is Schwartz, we have quantitatively controlled « microlocally
near .Ai in terms of the quantities on the right-hand side of the estimate.

The standard regularization argument [Vas18][HV23] allows us to make sense of the estimate for
general u € §’, with the conclusion being that if the right-hand side of eq. (393) is finite, then the
left-hand side is too, with the stated inequality holding. One key point is that we can regularize in
both the differential sense and the decay sense:

e first regularizing only in s,pr (which we can do by an arbitrarily large number of orders
because, in the threshold inequality eq. (372), decreasing s,p¢ does not break the inequality),
we conclude the desired estimate under the assumption

Gu c H(’;)’L,(OO,OO,sz,*NO,OO) (403)
)

e,sc
where Ny can be arbitrarily large.
e Apply the same basic argument, but regularize in m and sgr instead to control
HGUHHW(O@’SS&*NO,O)‘ (404)

de,sc
For each value of Ny, we can only regularize by finitely many orders, essentially because
decreasing m, sgr can break eq. (372): in order to not spoil the signs involved in the
construction of b, we must assume that

_N17(007007_N1a_N0700)

Gu € Hy! (405)

for Ny satisfying —2N; + Ny > 1/2, which is the threshold condition for the regularized
orders.

Combining the two regularization steps, we end up with the estimate

1BullZ2 S 1EulZ2 + IGPUl? oo n = vossrtsnprrton + 1GUI mot/2 v Nossi—1/2.00e0-1/2-3)

de,sc de,sc

+HUHZ—Nl,(fN,fN,—Nl,fNo,fN)v (406)

de,sc
for any N, Ng € R and N; satisfying —2N; + Ny > 1/2, this holding in the strong sense that, if
u € §' is such that the right-hand side is finite, then the left-hand side is as well. By taking Ny
sufficiently large, we can choose Nj such that min{Ny, N1} > N. Hence, eq. (393) holds for all
ueds.
Alternatively, we can regularize in both senses simultaneously with a careful choice of regularizer:
for each €, K > 0, consider the locally-defined symbol
e -K
= (14— )" (107)

s1 41

P Ont Ot
for to-be-decided mq,s1,¢1 > 0. We can then define a symbol a. x = gogKa. The Lie bracket
Hp[g)Ge, i is the same as eq. (378), with an extra factor of (pg’ x on the right-hand side, except we
have to add the term 2¢. xaH,j¢e K, which is equal to

s1 1 @a,Ka (1 - )‘) +

4K€ 2 (ﬁ
€+ P 0,40t 2

%(2172 +A+1) —s1) (408)

at nFf. Note that, at Ai, the bracketed term is given by ¢ + m; — s1. Choose 51 = 2 and
ml,ﬁl = 1/2. Then,

= icHplg e, <0 (409)
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in a neighborhood of AI which does not depend on ¢, K. Then, for all f > 0 sufficiently large, for
J sufficiently small (neither depending on ¢, K),

2
Pe, K

be = Qe kX1 (ﬁ[g])XF(an)XF(N)\/a —dagta. —wlp) — Hpjg) 0. K (410)

is a well-defined symbol near Ai. Defining e. = ¢¢ ke, fo = pe ik f, and so on,
Hpg1ae + wlpra. = (—5a52a§ — bg + eggnf — ff + he)ag. (411)

Quantizing (with the extra weights of powers of w, ag thrown in as in eq. (384)) we get operators
A., B, F., H., R., with similar essential support properties to their non-regularized counterparts,
such that

—i[P,A.] +i(P — P*)A. = —6A.\*A. — B!B. + EXE. — F/F. + H. + R.. (412)

Each of these is a uniform family of de,sc-operators with the same orders as their non-regularized
counterparts. But, for each individual € > 0, they are regularizing operators. For each N € R and
tempered distribution

—N,—N __ ;7—N,(—N,—N,—N,—N,—N)
u € Hde,sc - Hde,sc ’ (413)

we can choose K sufficiently large such that the algebraic manipulations above are all justified, and
via the usual strong convergence argument the estimate eq. (393) follows, now contingent only on
the weak hypothesis that eq. (413) holds. Since N was arbitrary, we can conclude that eq. (393)
holds in the strong sense, for any v € S'.

We now finish the conclusion of the proposition from the strong estimate eq. (393). Suppose that
u € 8§’ satisfies the hypotheses:

e WET St (Pu)yn A = o,

de,sc
o WERES.(0) 0 {2+ (1]~ 12+ (A + 12+ 0 < e1,e2 < our < 1}

de,sc

Then, the first two terms on the right-hand side of eq. (393) are finite, for any N, as long as

e [, are sufficiently large (and correspondingly WFy, ..(G) is taken sufficiently small) and

e ¢ is sufficiently small.

The second assumption is required to control the Fu term. If N is sufficiently large then, u € H (;ej\sf(’:_N,

so the final term is finite as well. If

WFm_l/Zv(_Nv_NrSSf_1/275an_1/27_N) (’U,) m A+ — @ (414)

de,sc

then, for G with sufficiently small essential support (which we can arrange by taking F'f sufficiently
large), the third term on the right-hand side of eq. (393) is finite. Having checked that each term on
the right-hand side of eq. (393) is finite, we conclude that the left-hand side is finite as well. Since
B is elliptic at the radial set, we conclude that

WF s (u) N AL = @. (415)
The condition
WFS’;’*;/&(*N,*N7SSf*1/4,San*1/2ﬁN)(u) NAT = & (416)

implies eq. (414), but has the advantage that the orders in eq. (416) satisfy the threshold condition
if and only if the originals do (as we are assuming as a hypothesis of the proposition). The orders
in eq. (416) are (for N sufficiently large) a quarter-order smaller than those in eq. (415), so the
proposition follows via an inductive argument (taking the case when all of the orders are < —N as
the base case). O

Similarly:
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Proposition 5.7. Fiz signs ¢,0 € {—,+}. Suppose that m € R and s = (spt, Snpt, Ssf, SnFf, SFf) €
R® satisfying m — st + sst < 1/2, where snt € {snpt, surt}, depending on o. For any e; > 0, there
exists some €y € (0, €1) such that, if u € S satisfies €2 € (0,¢€1), then, if u € S satisfies

o WE ISt py)ynAs = &,

de,sc
o WFQ;’;C(U) N{ea <P+ (1Al —1)2+ (A +1)2+ 0k < €1, 00t < €1} = @ for some e1 > 0 and
€9 € (0, 60),
it is the case that WF ) (u) N A5 = @. [

The threshold condition m — suf + sgr < 1/2 is the reverse of that, eq. (372), from the previous
proposition, because we are propagating control in the opposite direction, so, compared to the
previous proposition, the notions of incoming and outgoing regularity /decay are switched.

The proof is the same as that in the previous proposition, with a few sign switches, which result
in switching the signs of the b, B-terms terms. (The signs of the terms proportional to J then have
to be switched as well.) Thus, instead of the ||Ful|z2 term in eq. (393), we need to keep the ||Ful| 2
term, since it has the opposite sign of || Bul| 2. This results, in the Ai case, in an estimate (holding
in the strong sense, for all u € §’) of the form

HBUHZM,(N,N,SSf,San,N) ,S HFu”ilm,(fN,fN,ssf,san,fN) + ||GPU||i{m—l,(7N,7N,ssf+1,snpf+1,fN)

de,sc de,sc de,sc

+ HGu||2771—1/2,(—N,—N,ssf—1/2,san—1/2,—N) + HUHZ—N,fN; (417)
de,sc

de,sc

for ' e 20  with

de,sc
WFZle,sc(F) = WFile,sc(F)' (418)
The argument is analogous, with a few minor modifications. For instance, instead of taking s; = 2
and mp,¢; = 1/2 in the regularizer eq. (407), we can take mi,s1,¢; = 1, so that eq. (408) has
the opposite sign, which matches the switched signs of the b, B-terms. From eq. (417) (with the
parameters F, f’, G chosen appropriately, as above), the statement of the proposition follows.

5.3. Propagation Through A. We now prove two different radial point estimates at A. By a
ray, we mean a subset of Mg of the form

Np = N5 Ol {|t] — 7 € T} (419)

for some closed interval I C [—o00,400] such that at least one of +oc0 in I. So, for instance,
N{_Oo} = N ndeser=1(Sf) is a ray. If —oo € I, we will call N7 spacelike-adjacent, and if 400 € I,
we will call Ny timelike-adjacent. As we will see below, we can only propagate in one direction on
each type of ray for each pair of admissible Sobolev orders (m,s) € R x R? (without some more
complicated argument). The one exception is N$ = /\/[_OO7+OO} itself, which is both spacelike-adjacent
and timelike-adjacent. We say that N7 is strictly spacelike-adjacent or strictly timelike-adjacent if
N #N.

The timelike-adjacent case (which we use when studying the scattering problem) is:

Proposition 5.8. Fiz signs 5,0 € {—,+}, and let N denote a strictly timelike-adjacent ray of Ng,
which we can write using the coordinates eq. (299) (over Qnrre o1, for some large T > 0) as

Ni={eort < 011, =0,5=0,3=0} (420)

for some ot > 0, where 3 is as in Proposition /.5. Let m € R and s € R® satisfy m < sps + 1,
where s € {supt, Surt}, depending on the sign o. Suppose that u € S satisfies

o WET" St (pu)n Ny = @ and

de,sc
e WFit.(u)N{3,s* <enort <orrte,ea<p<e} =9
for some €1 > 0 and sufficiently small ea € (0,€1). Then, WFZI”QSSC(U) NN; =o. m
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The fact that the threshold condition involves the linear combination m — sy¢ of orders can be
read off eq. (324).

Proof. We handle the case ¢,0 = +, the others being analogous. Let ay = op;° Qi%fgfrof, where
mog=1—2m, so = —1—2sus, ¥y = —1 — 2sp¢. Then, by Proposition 4.3, we have

Hpg@0 = @ag (421)

for a symbol & such that & = « at N/, where a = a(my, so) is as defined in that proposition. The
difference & — o comes from hitting the gr¢ term in ag by H,,. But, since the coefficient in H,
of o0,y (see eq. (302)) vanishes at N (where s = 0), and since H,;,; — H, vanishes as a b-vector
field over 00, the difference & — o vanishes at N.

By Proposition 4.3 (and the observation that mg > sy <= m < spp¢ + 1), @ > 0 at Nj.

Let Y€R, F,F,F" >0, and g1t = Your + ort. Define a € C®° (4T Q) by

plg]

a = xr(Plg))*xr (par)*xr(3)*xr (max{0, grr — o1¢})’ao (422)

near N7, and we can take a to be supported nearby. Then, near N7,

Hpga = da — 2aarx; »(Blg))*xo.r (0ar)*xr +(3)xr (max{0, grs — o1¢})* 0arao
+ 2x77(Blg)*xr (2ar) X0,/ (3)*xr (max{0, gr¢ — ore})* (43 — F2)ag
+4(sorr + (1 — 8)Yont + 0ar0rec)xr (Bl9))*Xr (0ae)*xr7(3)*x0,r (max{0, dr¢ — 1e}) a0
+ 2x # (Blg)) X (Blg)) xr (ear)*xr(3)xr (max{0, ar¢ — o1¢})*@Plglao, (423)

where
o agr = afg](1,0), ans = afg](0, 1), where afg] is as in Proposition 4.3,
e Fyisasin Propoiition 4.5,
e and ¢ € C®(45°T"0) comes from applying g;fl QE%(HPM —H,) to o1¢. The main spr¢ term

there is read off eq. (302),
e § is as in the proof of Proposition 5.6.
By Proposition 4.3, agr > 0 near Nf. By choosing F,F’, F” sufficiently large, we can, by
Lemma 4.4, write s = s1p + s2(9? + m?p?) nearby, where s1, so are as in the lemma. We want to
work with p[g], not p, so we will write this as

s = s1p[g] + 0hr0tsc2 + s2(7* + m?p?) (424)

for ¢y € C®(45T Q) defined by ¢y = s1(p — plg]) o ors. The key feature of eq. (424) is that each
term on the right-hand side is amenable to the positive commutator argument:

e The term proportional to plg], when quantized and applied to u, will yield a term involving
the forcing and therefore under control.

e The term involving ¢y is suppressed by a positive integer power of o,¢, which we will be able
to dominate by a term of semidefinite sign by choosing T # 0.

e The terms 5272, ssm?p? have a semidefinite sign, because sy does (as part of Lemma 4.4).

For all T > 0 sufficiently large and £, F’ > 0 sufficiently large, for F” > 0 sufficiently large, for §
sufficiently small (depending on f, F’), we can define symbols

b.e, f.g,h.z € Sgrs (425)
such that
d
Hpga + w'pra = (5@52a2 +b% — gage® + 2 + put2” + ot ng + hﬁ[g])ao (426)

=1



MASSIVE WAVE PROPAGATION NEAR NULL INFINITY 71

everywhere, with the following definitions:

b = xr(Blg))xr (ear)xr(I)xr (max{0, grs — ors}) (@ — dag 'a + w™'p1)'/?,
e = V2a xy » (Blg) xo,r (0a)xr (D) xr (max{0, ors — are}), (427)
= V2xp(Bla))xr (0ar)xo.r(I)x(max{0, grs — ore}) (43 — Fo)'/?,

and, fori=1,...,d —1,

gi = 2v/s2x7(Plg])xr (eat)xr(3)xo,r (max{0, o1 — o7t} )7 (428)
ga = 2v/saxr 7 (Blg])xr (0at)xr'(3)xo,r (max{0, o1t — ore})mp, (429)

(well-defined because s2 > 0 on Nj), and, finally,

z= 2\/(1 = 8)T + onroq(c + c2) - xp (Blg))xr (ar) xr ()Xo, (max{0, o1 — o1t }) (430)

(as long as T > 0, then (1 — s)Y + gnror¢(c+c2) =Y >0 on N) and

h = 2x (Bl xr» (Blg])xr (0ar)*xr+(3)*xr (max{0, or — o1r})%q
+4s1omexr (Pl9))*xr (ear)*xr(3)*xo0,r (max{0, orr — ore})*  (431)
near N . T. For instance, the propertles of Fy as specified in Proposition 4.5 give that 43 > F if
F,F,F i are sufficiently large and F” is sufficiently large relative to these.
If F,F',F", are sufficiently large, then WFg, .(e) € {3, s2 < e1,0rt < OTf +€1,60 < p < €1}, as
long as €5 is sufficiently small relative to F,F’, F”.
Quantizing, we get A = (1/2)(Op(a) + Op(a)*) € Wm0 (~oe—o0—0e—s0,~bo)

de,sc
B = Op(w 1/2,, 1/2 b) € \I,descoo —o00, oosan,SFf)7
B = Op(w!/2 1/291426) desc —00,—00, 00 suprsvr)
F = Op(w'/?a 1/2 f) e "M (=00,—00,~00,5uFt,SFt) (432)
9i) €
) €

de ,Sc 3
Gi — Op( 1/2 1/2 1/ de SCOO —00,—00,S8nFf,— )7
7 — Op( 1/2 1/291?2Z

—00,—00,—00,SpFf—1/2,—00)
desc

H = Op(wagh) € U2 (700,00, m00 28k 2550) and R e @ 0700 oo mee 270,72 40) oy that

de,sc de,sc
d ~
—i[P, A] + i(P* — P) = §AN%A +B*B—-E*E + F*F + Z G;Gi +7*Z+HP+ R (433)
=1
for
_ (1/2)(0})(11)1/2&81/2) + Op(wl/an_l/Q)) c \I/ée,;z( 1/2,-1/2,—1/2,—1=snp¢,—1— SFf), (434)

with the operators A B,E,F,G;, Z, H all having essential supports contained within supp a. Here,

The argument proceeds as usual from here, where the key observation is that the F*F term,
G:G;, Z*Z terms have the same sign as the B*B term (and therefore can ultimately be discarded
from the estimate) except we need a different estimate for the H term (because H P appears in
eq. (433) instead of just H). Its contribution (u, HPu) is estimated in the following way: for u € S

and N € N,
(u, HPu)| < [|Oullm-15-1 + |OPu|| 31 + | P} v (435)

de,sc de,sc de,sc
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for some O € W90

de,sc
term with elliptic regularity as before, we use the assumption

with essential support contained near Nj Thus, rather than controlling this

WEG ™" (Pu) N NT = 2, (436)
which implies that
||OPuHH$;i,s+1 < o0 (437)

as long as f is sufficiently large. (And the ||Oul| ;m-1.s-1 term will eventually be controlled using
an inductive argument.) dese

The end result, after carrying out the regularization argument and the typical inductive argument,
is the estimate, holding in the strong sense for all u € &',

HBu”?{m,(N,N,N,san,st) S, HEuHilm,(fN,fN,fN,san,SFf) + ||QPUH2 m—1,(=N,—N,=N,sypg+1,spe+1)

de,sc de,sc de,sc

-l v, (438)

de,sc
for some B € \I/g’eosC elliptic along N7, E € \Ilg’eosc satisfying

WFgese(E) = WFye oo (E), (439)

de,sc

and some () dependent on the other operators whose essential support can be made to be an
arbitrarily small neighborhood of Nj by making F, F’, F” larger. The estimate eq. (438) finishes
the proof. 0

Proposition 5.9. Fiz signs ,0 € {—,+}, and let N7 denote a strictly spacelike-adjacent ray of
NS, which we can write using the coordinates eq. (304) (over Qnsst o, r, for some large R > 0) as

N ={ost < ost,p=0,A=1,2=0} (440)

for some pgr > 0, where 3 is as in Proposition /.5. Let m € R and s € R® satisfy m > sype + 1,
where s € {sypt, Surt}, depending on the sign o. Suppose that u € S’ satisfies

o WET St (Pu)n Ny = @ and

de,sc
* WFSZ’,ZC(U) N{ea<d<enost<ost+e, PP +A=12<egl=02
for some €1 > 0 and sufficiently small ez € (0,€1). Then, WFES (u) NN = @. [l

The proof is analogous to that above, with the usual sign switches.
For the special case of the full ray, the conclusions of both propositions hold:

Proposition 5.10. Fiz signs ¢,0 € {—,+}. Suppose that u € S’ satisfies WFQZ;’SH(PU)QJ\/E =g
and at least one of

m,s

e m < sypr + 1 and VVFde’SC
€1,€2 < p < €1} nearby,

e m > sypr + 1 and Wngssc(u) is disjoint from an annulus around N3 of the form {e; < 3 <

e1,0° + (A —1)2 < 1} nearby,

hold, for some €1 > 0 and sufficiently small €3 € (0,€1). Then, WF5 (u) N NS = @. |

de,sc

(u) is disjoint from an annulus around N¢ of the form {3,s% <

The proof is analogous to those above, except we no longer need the cutoff along null infinity,
and we must make sure that the symbols are well-defined in both coordinate patches.
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5.4. Propagation Through K.

Proposition 5.11. Fiz signs s,0 € {—,+}. Suppose that m € R and s = (sp¢, Snpt, Ssf, SnFf, SFf) €
R® satisfying m + snt — 2ss¢ > 1, where sy € {sup, sure}, depending on o. Then, if u € S satisfies

o WE ISt (py)yn K = o,

de,sc
® WFQQ,ZC(U) N {P2 + 772 + (A + 3)2 + Qif < €1,€6 < pgf < €1} = O for some € > 0 and
€2 € (0,€1) sufficiently small,
it is the case that WFZZic(u) NKs =o. n

The fact that the threshold condition involves the linear combination m + sus — 2sgs of orders
can be read off eq. (344).

Proof. We discuss the case ¢, = +, the other three being analogous. Let ag = o Qfl%fggof, where
mo=1—2m, sg = —1 — 2s,5¢, fo = —1 — 2sg;. Exactly at ICI, A= -3 and #? = 0, so eq. (306)
yields

Hp[g]ag = aaqg (441)
for some « € C"O(de’SCT*@) equal to 2(—mg — so + 20p) = 4(m + sppr — 2sgr — 1) at ICI. Note that

a > 0 near ICI.
Let J be as in Proposition 4.6. Define a € C® (45T Q) by

a = xr (Blg])*xr (ose)*xr (3)%ag (442)

near ICI, with a supported near ICI. We compute

Hppg1a = aa — 2(1 — X+ onec)xr (Blg])*xo,r (ost)*xr (3)*0stao
+2x; (Blg])*xr (ost)*xo, ()*(43 + Es — F3)ao + 2x} (Blg])xr (Bla))xr (ose)*xr (3)2@plglao, (443)
where

e [3. Fs are as in Proposition 4.6,
e ¢ is as in the proofs of the previous propositions,
e c € 09T Q) comes from hitting ps¢ with Hprg) — Hp-

For all £ > 0 sufficiently large, for § sufficiently small, we can define symbols b, e, f, h € 520 such

de,sc

that
Hpga +w™'pra = (6ag*a® + b* — e*ost + [ + h)ao, (444)
Hyga + pra = (5a52a2 + 0% — e2pst + 2+ h)wag

everywhere, with b = x; (Blg])xr (ost)xs (3)(a — dag'a + wipi)/2,

e = /2(1 = A+ onre)xr (Blg])xo,r (ost)Xxr (3) (445)

(as A= —3 at ICI, the function under the square root is positive near the radial set),

£ =V2xr Bla))xr (ose)xo,r (3)(41+ E3 — F3)'/2, (446)

and h = 2x} (Blg))xr (Bla])xr (ost)®xr (3)2Gp[g] near IC:[. The reason [ is well-defined is that, as
long as f is large, then 41+ E3 > F3. Indeed, since F5 > 0, it only helps, and the cubic vanishing
of F3 (as described in Proposition 4.6) suffices to guarantee that, for f sufficiently large, 41 > Fj in
the region under consideration.
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Quantizing, we get A = (1/2)(Op(a) + Op(a)*) € \1;*’”0»(*007*00,40,*80,foo)7

de,sc

B = Op(w1/2a(1)/2b) c \Ijmv(’oovfoovsshsan,*OO)’

de,sc
FE = Op(wl/Zaé/ZQSfe) c \Ijgg(szoo,—oo,—oo,snpﬁ—oo), (447)
F = Op(w1/2a[1)/2f) c \IlrdT:7(S;OO,—OO,sz7San7—oo),

2m,(—00,—00,285¢,28nFf s — —1mg,(—00,—00,—2—80,—2—Lg,—
h = Op(wagh) € WiTw{o0 70280200709 Lanq R e g 0700700727507 270709 ey hat

—i[P,A] +i(P — P*)A = 0AN?A+ B*B—~ E*E+ F*F + H + R, (448)
where A is as in the previous propositions. If F is sufficiently large, then, for es sufficiently small,
WFiie,sc(E) C {:02 + 772 + ()‘ + 3)2 + 0121f < €1, €2 < osf < 61}' (449)

The proof now proceeds as usual, where the key observation is that the F*F' term has the same
sign as the B*B term and therefore can be ultimately discarded from the estimates. Thus, for some

G,B,E e v)? (450)

de,sc

with B elliptic at K1 and WF, (E) = WF/,, ..(E), we have, for all u € &', the estimate

de,sc de,sc

HBu”ilm,(N,N,sSf,san,N) 5 “Eu“ilm,(fN,fN,fN,san,fN) + HGPU/Hsz1,(7N,7N,ssf+l,san+1,fN)

de,sc de,sc de,sc

+ |lullf -~ (451)

de,sc

holding in the strong sense, where the essential support of G can be made to be in an arbitrarily
small neighborhood of ICi by making F larger. This estimate completes the proof. ([l

Similarly:

Proposition 5.12. Fiz signs s,0 € {—,+}. Suppose that m € R and s = (sp¢, Snpt, Ssf, SnFf, SFf) €
R® satisfying m —+ snt — 255 < 1, where sy € {sup, sure}, depending on o. Then, if u € S satisfies

e WET St (Pu)nKs = o,

de,sc
o WF* (u) N{ex < P2+ 4+ A+ 32+ 0% < er,05 < €1} = D for some e > 0 and
€2 € (0,€1) sufficiently small,
it is the case that WF3 (u) N KS = @. |l

The proof follows the proof of Proposition 5.11, except the sign of the B*B term (along with
the sign of the SAA2A term) in eq. (448) has to be switched, which results in having to keep the F
term in estimates rather than the F term.

5.5. Propagation Through C.

Proposition 5.13. Fiz signs ¢,0 € {—,+}. Suppose that m € R and s = (Spt, Supt, SSf, Snf, STf) €
R® satisfying m + suf — 2s7¢ < 1, where s7¢ € {spg, spe}, depending on o. Then, if u € S’ satisfies

e WET St (pPuyncs = o,

de,sc
. WFSZZC(U) N{ea < P2+ 72+ (s —2)2 + 0% < e1,01t < €1} = @ for some 1 > 0 and
€2 € (0,€1) sufficiently small,
it is the case that WF3 (u) NCS = @. [

The fact that the threshold condition involves the linear combination m + sp; — 2s7¢ of orders
can be read off eq. (348).
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Proof. We handle the case ¢,0 = +, the other three being analogous. Let ag = 0} Qfl%fgf})f, where

mo =1—2m, so = —1 — 2sypr, o = —1 — 2sp. Then, Hyga0 = aag for a € C’oo(de’SCT*@) given by

27 = (7% + (s — 1)*)mg + (s — 1)s¢ — slg (452)

over null infinity. Exactly at C7, s = 2 and § = 0, s0 & = mg+59 —20p = —2(m+suyrt — 25p¢ — 1) > 0
there.

Define a € C®°(4T Q) by a = x; (Blg])?x/ (0st)®xs (7)2ap near CI, where T is in Proposi-
tion 4.7, with a supported near Ci. We calculate

Hyga = aa +4(s + onrc)xr (Blg 1)?x0,r (o1e)*xr (T)*o1tao

— 2xr (Blg])*xr (o1e)*x0. ()? (47T + Es + Fy)ao + 2] (ﬁ[g])XF(ﬁ[g])XF(QSf)QXF(—DZqNﬁ[Q]?ZéB)

where

e Fy, Fy are as in Proposition 4.7,
e ( is as in the proofs of the previous propositions,

o ¢ € C®(45°T"Q) arises from hitting ops with H,; — Hp.

plg]
For all F > 0 sufficiently large, for ¢ sufficiently small, we can define symbols b, e, f, h € Sg eOSC
such that
Hyggap + w™'pra = (6ag°a® + 6% + eors — f* + h)ao, (454)
Hyga+pia = (6a62a2 + 0% + %o — f2 + h)wag (455)

everywhere, with b = x;(plg])xs (ere)xr (T)(a — daga+w™rp1) /2,

e =25+ onfexs (15[9])XO,F(QTf)XF(-I)Q'IT/an (456)

f=v2xr (0lgD)xr (ere)xor (AT + Es + F1)'/2, and h = 2x} (plg])xr (Bla])xr (ose)*xr (7)%@plg]
near Ci. Since s = 2 on the radial set in question, e is well-defined. Similarly, as long as F is large
enough, then f is well-defined.

Quantizing, we get A = (1/2)(Op(a) + Op(a)*) € \Ild mo,(—00, 0,00, ~s0,~o)

€,sC

(
B:Op( 1/2 1/2) d —00,—00,—00,SnFf,SFf)
esc ’
E = Op(w'/2ay/* pree) € Wit om0 =o0)
(457)
f)
) €

—00,—00,—00,85 ¢ »SFf)

de ,SC
F = Op( 1/2 1/2 c \dee ,SC s

h = Op(waph

2m,( 00,—00,—00,28nFf,2SFf )
de sc ’

00,00, 28 pr—1,28pp—1
and R € \I/denzg( 00,-00,700,28urt — 125w —1) o that

—i[P, Al +i(P — P*)A=0AN*A+ B*B+FE'E~F*F+H+R (458)

for A = (1/2)(Op(w 1/2 1/2 ) + Op(w1/2a51/2)*) c \I/(li;;Za(_l/2v_1/21_1/27_1_5an7_1—5Ff)' If F s
sufficiently large, then

WF 5o (F) C {e2 < p* + 0>+ (s — 2)* + 0f < €1, 016 < €1}, (459)
as long as e is sufficiently small.
The proof now proceeds as usual, where the key observation is that the E term has the same sign
as the B term and therefore can be ultimately discarded from the estimates. Thus, for some
G,B,F e v%°

de,sc

(460)
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with B elliptic at C{ and WFj, .(F) = WFj, .(F), we have, for all u € &', the estimate

HBU||§{m,(N,N,N,san,st) 5 HFU||2m,(7N,7N,7N,san,st> + HGPUH2 m—1,(—N,—N,—N,sypg+1,5g¢+1)

de,sc de,sc de,sc

+ul v, (461)

holding in the strong sense, where the essential support of G can be made to be in an arbitrarily
small neighborhood of CI by making f larger. This estimate completes the proof. O

Similarly:

Proposition 5.14. Fiz signs s,0 € {—,+}. Suppose that m € R and s = (sp¢, snpt, SSt, SnFf, SFf) €
R® satisfying m + suf — 2s7¢ > 1, where st¢ € {spg, spe}, depending on o. Then, if u € S’ satisfies

e WET St (Puyncs = o,

de,sc
o WE% (u) N {PP+ 02+ (s —2)* + 0% < e1,62 < orf < €1} = @ for some €1 > 0 and
€2 € (0, €1) sufficiently small,
it is the case that WES (u) NCy = @. |l

6. THE RADIAL SET R

Let P be as in the previous section. We encode the radial point estimate at R in the qualitative
statements:

Theorem 5 (Propagation out of R, with module regularity). Suppose that m € R and s €
(5Pt Supf, Sst, Snrf, Spr) € R® and sprp, spro € R satisfy
Spf > Spfo > —1/2  and spf > SFt,0 > —1/2. (462)

Let so = (8p£.0, SuPr.0, SSF.0, SuFt,0, SFf0) € R®. Fiz signs ¢,0 € {—,+} and k,x € N. Then, ifue S’
s a solution to Pu = f such that

WE VS (Au) RS = @ (463)

de,sc

and if WESNSTHAN MRS = @ forall A € ‘,)ﬁ’;(f for some N > 0, then WF2 (Au) NRS = & for

de,sc de,sc

all A e 93??,’5 as well. [
Recall that im’;f was defined in §3.2.

Theorem 6 (Propagation into R, with module regularity). Suppose that m € R and s €
(spt, Supf, Ssf, SuFt, srf) € R® and spt,0, SFr,0 € R satisfy max{sps, spr} < —1/2. Fiz signs ¢,0 €
{—,+} and k,k € N. Let u € §’ denote a solution to Pu = f. Then, if there exists a neighborhood
U C 95T*Q of R such that

e WFVS(Au)NU C R,

de,sc

e WE VST AN MR, =2

de,sc

for all A € MEE then WS (Au)NU = @ for all A € Sﬁg’f as well. [

S0 de,sc

We only consider the case of ’Ri explicitly. The case of R_ is essentially identical, and the cases
of RT, R have overall signs switched in the computations but are otherwise identical.

We will prove the result in three parts: in §6.1, we handle the ¥ = 0,x = 0 case (which is the
de,sc-analogue of the standard radial point result described in [Vas18; Vas20]), in §6.2 we handle
k > 0 via induction (this being done via a somewhat involved secondary positive commutator
argument), and in §6.3 we handle k > 0 via another, more straightforward induction. The argument
is a modification of that in [HMV04, §6][HMVO08, Appendix A][GR+20, §3]. Because R does not
hit fiber infinity, the test modules 991, 91 used in this section are generated by differential operators;
this is what allows the use of standard arguments.
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6.1. Base case. Let x,k = 0. We now use py to denote a quadratic defining function of R 1 in
Y4 N9 =L(Ff), such that

RE = pg ({0}) ) Sy 0957 (FE), (464)
Over Quere 40, we can take this to be of the form py = 7% + (s — 1)? with respect to the coordinate

system eq. (304).
We first observe that the symbol F € Sgéosc defined by

Hypo = —4pg + F (465)

vanishes cubically at Ri In order to show this, it suffices to check the claim in local coordinate
patches. Away from null infinity, this is familiar [Vas18] from the radial point estimate for Klein—
Gordon in the sc-calculus, so we only need to check the situation near null infinity. Near null infinity
(recall that we are taking ogqr = p as usual over nFf N Tf), eq. (302) yields

Hppo = —4(2 = 5)(7* + 5(s = 1))(s — 1) + 4(7* + 5> — s — 1)iP?, (466)
from which it can be seen that F' vanishes cubically at Ri Also,
Hp[g]pO = —4dpo + F + FQFf (467)
for some ' € C® (45T Q).
Let ag = Qfl%fgf;‘)f, where sg = —1 — 25w, L9 = —1 — 2sp. Then, we can write
Hp[g]ag = aag (468)

for a € C (45T Q) given by
a=—2(s0(1 —s)+Los) = 2(1 + 2s,4p¢) (1 — 5) + 2(1 + 2sp¢)s (469)

at de’scﬂ_l(an N Ff), assuming without loss of generality that gps = or¢ in local coordinates near
nFf N Ff. Exactly at Ri, this is 2(1 4 2spf), which has a definite sign as long as sp¢ # —1/2. The
sign found here is the same as over the whole of Ff in the standard sc-analysis (as it had to be,
since our computation had to match the usual one slightly away from null infinity).

Now consider, as usual, a symbol a = x/ (8[g])®x;(ort)®Xxr (po)?ao near Ri and supported away
from df, Sf, nPf, Pf. Then

Hpga = aa + 2x/ (Blg))*xr (ere)*xo.r (p0)*ao(4po — F — Fopy)
+ 2xr (Bl9])*x0,r (0t)*XF (p0)*a0ori(2s — opec)
+ 2 (Bla)xr (Bla)xr(ere)*xr (po)*dplglao, (470)

where

e ( is as in the previous section,
o ¢ € C®(4°T"0) comes from applying QEfl(Hp[g] —H,) € W(45°T"0) to o
The proof now splits into two cases, depending on the sign of spr + 1/2 = sp¢ + 1/2.
e First suppose that spf > —1/2, so that a > 0 near Ri For all F sufficiently large, for all

[ sufficiently large relative to f, for all § > 0 sufficiently small, we can define symbols

b,e,g,h € Sgeobc such that
Hpjga = (56‘52 2402+ e + omed” + h)ag (471)
Hypga = (dag*a® +b% + €* + opeg” + h)wag (472)

everywhere, with b= x, (p[g])x (0rt)xr (p0)(x — dag ' a)'/?,
e = v2xr (Bla))xr (ere) X0, (po) (4po — F — Fope)'/? (473)
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(for each fixed value of F, the function xo r (po) is supported away from py = 0, so, as long
as F' is chosen sufficiently large, the function 4py — F — Fop¢ under the square root will be
bounded away from zero on the support of the prefactor),

g = /4s = 2ortexr (Blg]) xo,r (0re)xr (po), (474)

and h = 2x (Blg])xr (Blg])xs (ere)xr (po)@blg] near RT.
Quantizing, we get A = (1/2)(Op(a) + Op(a ) )€ WS SC( Oo,foo,foo,fso,ffo)’

B = Op(w 1/2, 1/ b) € \I’de SC —00,—00,—00, Sanyst)7
E = Op(w'/2a}/?e) € \yde (700700 mo0 s o), )
~ 1/2 1/2 1/2~ —00,—00,— 00,8, Ff,—00)
G = Op( Ort g) de sc ’
H— Op(waoh) de SC —00,—00,— 00,281 Ff, QSFf)’
and R € \Ifdeozc( 00,700,700, 28kt~ 125w —1) o that
—i[P, Al +i(P — P*)A=0AN*A+ B*B+EF*E+ GG+ H+R (476)

for

A = (1/2)(Op(w'2ag?) + Op(w"/2ag /?)*) € G /2272727 e lmsee) (g7

esc

(Unlike in the estimates in the previous section, the i(P — P*)A term has the same order as
R, so we do not need to take it into account in the principal symbolic construction, hence
the absence of what we called p; in the previous section in the discussion above.) So, given
sufficiently nice u,

—23(Au, Pu) 2 = 8||AAu|| T2 + || Bull?: + | Bullz: + |Gullz: + (Hu, w) g2 + (Ru,u)pz. (478)

The rest of the argument proceeds as in the other propagation estimates, except the
regularization argument is more delicate, but in a standard way. Indeed, it is only possible
to regularize by a finite amount. Consider, for each ¢, K, K’ > 0, the regularizer

c -K
ek =\1+—) (479)
: ( QFerII{Ff>
Then, using gnpf = Onf,
2Ke
Hplg) e i 0 = ————z e ki (s + K'(1 = 5)) 480
plg]¥e €+ QFf@fFf : ( ( ) 0

over 0, in some neighborhood of nFf N Ff. Notice that, at Ri, over (¢t +.0, We have
s+ K'(1 — s) = 1. Combining this calculation with the one done over clg{r = 0} as part of
the standard sc-analysis, we can conclude that

2
—4K < —H o 481
T Ve KK plol e KK R (481)
Define

ae — SOS,K,K’CIW (482)

and likewise for the other symbols above with the exception of b, and define
be = (Pe,K,K’XF(ﬁ[g])XF’(QFf)XF(pO)\/a —day'a. + e Hyppg) e, 157 (483)

e, K,K'
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assuming that the symbol under the square root is positive on the support of the prefactor,
so that this is a well-defined symbol. Since a = 4sp¢ + 2 at R, as long as

1
K < SFf + 57 (484)

then eq. (481) guarantees that the symbol b, is well-defined for all € > 0, as long as F is
sufficiently large and 9§ is sufficiently small relative to K. As long as these conditions are
met, instead of eq. (471), we have

Hyjgjae = (Jag?aZ + 2 + €2 + oregZ + he)ao. (485)

Thus, quantizing, we get operators, all of which are uniform families of de,sc-WDOs of the
same orders as their non-regularized counterparts, such that

—i[P,A] +i(P — P*)A. = A:A*A. + B!B. + EXE. + GG + H. + R.. (486)

Given u with WEF V-0 (u) NRT = @, we can take K, K’ large enough such that, as long as

de,sc

F is sufficiently large, then we can deduce from eq. (486) that

— 28(Acu, Pu) 2 = 6[|AAcull7 + || Beull7z + || Ecull 72 + |Geull7
+ (Hou,u)p2 + (Reu,u) 2, (487)
from which the estimate
| Beul|72 + 6| AAzul|7> < [(Hou, u) o] + [(Reu, u) 2| + 2|(Acu, Pu) el (488)

follows. Indeed, for F, F' sufficiently large:
(1) We have

J(N,N,N,K K'+sn¥t,0—Snrt, K +5Ff,0—SFf)
,sC

AA.u, Bow, Ecu, Gou € Hy C L2 (489)

as long as K > spr — spro and KK " is sufficiently large, the latter of which we arrange
by taking K’ large relative to K. Since spso € (—1/2, spy), Spt — Srr0 < Spr + 1/2, so
the interval (spr — spr0, Sr¢ + 1/2) is nonempty, which means there exists K which
is large enough but still satisfies eq. (484). So, choosing K, K', we can assume that

eq. (489) holds.
N,(N,N,N2KK'+snr¢,0—25nFs,2K+5F¢,0—25F¢)

(2) Houe Hy o, , and, for N sufficiently large,
N,(N,N,N,KK'+snrt,0—2snrt, K +5Ff,0—25p¢) —N,sp\ *
Hde,sc - (Hde,sc ) (490)

as long as K > sp¢—spr,o and K K is sufficiently large, which means that the (H.u, u) 2
term is well-defined in the sense of Hérmander, and likewise for (R.u,u) 2.
(3) WE V=280t (py) RT = 2, and, for N sufficiently large,

de,sc

A € Hé\é:is-CQ,(N,MN,—l—i-KK +snFe,0—25nF¢,— 1+ K+5p,0—25F¢) C (WF;ergz,soﬂ)*’ (491)
assuming the conditions above are satisfied. This implies that (A.u, Pu) 2 is well-defined
in the sense of Hérmander.

Having eq. (488), we get, after taking ¢ — 07, an estimate of the form

HBUHQ N,(N,N,N,s,p¢,5pf) S HGPUHQ —N,(=N,—N,—N,s pe+1,spe+1)

de,sc de,sc

HNGUll? NN g1 -172) T HUH?{d—N,—N’ (492)

de,sc €,sc



80 ETHAN SUSSMAN

where B € \Ilde < is elliptic on R+ and G € \IJde < Whose essential support can be taken to
be arbitrarily close to R+ by maklng FoF larger In order to make this an estimate in the
strong sense, we can snnply add a term to the right-hand side:

HBUHQ N,(N,N,N, s, pp5p¢) N HGPUH2 —N,(=N,=N,—N,syp+1,55¢+1)

de,sc de,sc
+ HGUHQ Noo FNGUl? NN NN 1/2,0m0-1/2) +HUH ~N.-N- (493)
desc Hdesc

The usual inductive argument then allows the removal of the penultimate term, and so we
end up with the strong estimate
HBUHHN (NN, N, sy pfsSFE) o HGPuHH,N( N,—N,—N,sppe+lsge+1) T HGU”2 —Nso + ||UH2 —N,—N (494)
de,sc de,sc d dc sc
which completes the proof.
e On the other hand, if spf < —1/2, then o < 0 near Ri, then quantization yields operators
as above, modulo some sign switches in their definitions, such that

—i[P,A] +i(P — P*)A= —6AN’A - B*B+ E*E+G*G + H + R. (495)

From this, the strong estimate of the form

HBUH2 N,(N,N,N,s,p¢,5pf) = HGPUHQ —N,(=N,—N,—N,spp¢+1,5g¢+1) T ||EUHZ—N,(—N,—N,—N,snppspf)

de,sc de,sc de,sc
+HGUHH7N< NNy T [ull5 v (496)
de,sc de

follows. The necessary regularization argument is simpler than the previous, as an arbitrarily
large amount of regularization can be done.

6.2. First induction. We now discuss the induction on k.
It will be convenient to reduce to the case Where P is L?-symmetric. Indeed, P differs O by an
element of Diff% " Consequently, if G € ¥, 0 has essential support disjoint from df, then, in

de,sc” de sc
estimates,
|G(P — P*)AUHHM,5+1 < HGOAUHHCLI,Z’fl + HuHH(;{\;,;N (497)
for any u € &', A € Wge e, and Gy € \Ilde S(’; elliptic on the essential support of GG. For each ¢ > 0,
as long as we are restricting attention to a sufficiently small neighborhood of Ff, we can bound
HGOAUHHECJ,Z’CS_I < €HGOAU||HC1_C1,\;’CS + CHuHHd_CJ,Z’c_N (498)

for some C > 1, as follows from L? — L? bounds on multiplication by boundary-defining-functions.
Consequently, the error terms that arise by replacing P with 27!(P + P*) can be absorbed into
the left-hand sides of the desired estimates. Conceptually, the reason this works is that, at R, the
difference

pP-0O¢€¢ lefde s (499)

is a full two orders lower than P itself, which means that it does not affect positive commutator
arguments. (Indeed, we have already remarked upon essentially this fact in §6.1.) We could not do
this in §5, because there the radial sets were all at fiber infinity, and P — [0 has the same order as
P there. (Of course, we could have instead worked with the L2(R%?, g)-based inner product, and
then a similar reduction to the symmetric case would apply under a symmetry assumption on the
last term in eq. (353).)

So, henceforth, assume that P = P*.

Let Ag,..., Axy € D11 denote a spanning set over \Ilde s with Ag = 1. We laid out such a set of
generators in §3 2. For each multi-index o € NV with |k| = a and tuple s € R?, let

Aa,s = Q_SA?l e A?\]N7 (500)
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where
0° = b Oypy 05 Oy OFT - (501)
Let
Ds = ig '[P, 0"%]¢" € Diff).. (502)
Then, aégsc(Ds), which is proportional to H,o™° at R, satisfies
1,0
O'de SC( s)|Ri >0 (SFf > 0)
1,0 (503)
Jde sc( 5)|'R¢ <0 (SFf < O)a

as follows from eq. (302). (The actual sign depends on our sign conventions, but the sign relative to
other symbols appearing in the positive commutator estimates is independent of any conventions.)

In order to carry out the construction of the commutant, we recall the following algebraic
computation, which is essentially [HMV04, eq. 6.16][GR+20, eq. 3.23].

€,sC

oS0t it WF e sc(Fas—1/2) € WFe o (Q) such that

Lemma 6.1. Let P € \Ilde s be L?-symmetric, Q € \I’doo 0 There exist Eops—172 = Eqs—1/2(Q) €

i[P, A 5+1/2Q QA s+1/2] = 2Aa s+1/2Q Q %[ s+1/2 T Za] j]:|Q QAa s+1/2
Jj=1

+2 Z Aas+1/2Q 91/2%[0 ]Q QA,85+1/2
|B1=k,B#a

+ Aj s+1/2Q Eos—1/2+ Eo s 12QAast1/2 + A, s+1/22[P Q" QA sr1/2 (504)
holds for some Cq g € \I’d:a,sc satisfying io” [P, Ay] = >181<k Ca,8Ap and

0,0
Ude sc( a,5)|721 =0 (505)
for all multi-indices o, B € NN with |a| = |8| = k. [ |
Here, for j,k € {1,...,N}, C; is as in Proposition 3.13. When «, 8 are multi-indices that are
zero except in the jth and kth slots respectively, where they are one, then we can take Cy, g = Cj .

The proof of this lemma will be the most technical part of this paper. The precise form of the
right-hand side in eq. (504) is convenient, but most important is its structure:

N
2A275+1/2Q*91/2§R[ Ds+1/2 + ZO‘JCJ}J' }Qlﬂ@Aa,erl/?
—— -
main term [ —

subprinciple at R, by Prop. 3.13

+2 Z A; s+1/2Q QI/ZR[C%B]QIQQAB,SH/Q
8=k, B

subprinciple at R, by eq. (505)

+ Anor12Q Eas—1/2 + Eo o 10QAnst1/2+ Al s11/28 P, Q7 QA sy1/2, (506)

lower order error microsupported away from R

where the “lower order error” is lower order because E,s_1/2 € o5t/ 291{“[1, whereas

Aa,s+1/2 € Q_S_1/2m§-u (507)

so these terms, when applied to u, will be controlled by our inductive hypothesis. The “main term”
Dq 1/ is the one that comes from differentiating the weight o, which is what one expects when
proving radial-point estimates.
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Proof. We show that given any collection of C, g € vl satisfying

de sc
TP Aol = > CapAg (508)
1B1<la
(the existence of at least one such collection follows from Lemma 3.11), there exists a collection of
ES)_ 5 € 072001 with W oo(BS)_ ) © W), .o(Q) such that

[P, A7 11 2@ QAasi1j2] =2 D0 AL 11/5Q 0 R (00 5Ds1o + Ca ] 0 QAg 41112
1BI<k

+ Az,s+1/2Q*EC(Y?2,1/2 + ang* 1/2QAa s+1/2 + Aa s+1/22{P Q Q] a,s+1/2 (509)

holds for each o € N¥. We then show that we can choose C, g such that, if |3| = |a,

Y Gy (a=B),
Cap =4 asCiy (loo— B[ =12), (510)
0 (otherwise),
where in the second case j,v are the indices in which «, 3 differ, with o = 8; +1 and 8, = o, + 1.
Defining
Eos—1/2 = Eéi 1/2+01/2 > R[Caplo! 2QA, s+1/2 €0 —sH 2kl (511)
18|<k
eq. (504) holds, and by Proposition 3.13, the C, g defined by eq. (510) satisfy eq. (505).
e Suppose that we are given C,, g satisfying eq. (508). The left-hand side of eq. (509) is given
by
[P, AG o 11/2Q " QAnst1/2] = Al si10Q7 I[P, QAnst12] + [P A7 511 2Q7]QA. (512)

Consider [P, Ay s41/2] = 1075 Y2[P, Ay] +i[P, 075" /%] A,. Using eq. (508), this becomes
[P Aa s+1/2 Z 0 S+1/2C ﬁAﬁ + Ds+1/2Ao< s—1/2
1BI<lal
Z CapAgs—1/2 + Z —st/2 C CaplAs + Dsy1/2405-1/2-
1BI<]e| 1BI<le|

Therefore, i[P, QAq s11/2] = Qi[P, Aqst1/2] + [P, Q] A s41/2 can be written, after rearrange-
ment of the terms in Qi[P, Ay sy1/2], as

(513)

i[P,QAgst1/2] = 0Ds112QAns11/2+0 > CapQAgsiija+ [Dsi1/2Q, 0] A si1)2

1I<lal
+ ) [CapQ dApsip+ D (Q7Ca,ﬁ] + Q[Q‘s“”,Ca,B]QS_l/z)A,B,s—m
18I<]a EEY

+1Q, Dsy1/2]Aas—1/2 + [P, QlAqsy1/2, (514)
and similarly for [P, A? S+1/2] =[P, Ags41/2]"- So, the operator

I[P A% 41 9@ QAgsi1/o) = Alyg 1 0Q [P, QAgsi1jo] + [P AL 411 pQT1QA  (515)
is given by
[P, A7 11 2@ QA si1 2] = Al gy15Q (0Dsgrjo + Dipyjpo+ Y. (0Cas+Ch30))QApsir)s
1BI<]a|

+ A* s+1/2Q Ea s 1/2 + E(l)* 1/2QAa s+1/2 + Aa s+1/22[P Q Q] o’ s+1/2 (516)
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for
12 = [Ds+1/2Q, Q]Aa,s+1/2 + Z [Ca,/iQ, Q]Aﬂ,s+1/2
1BI<]e

+ Z (Q Co ] + Qo =H1/? Ca,6]95_1/2>145,s—1/2+ [Q, D172 A s—1/2- (517)
1BI<|a]

In passing from eq. (515) to eq. (516), we have recombined

a s+1/2Q [P Q] a,s+1/2 + Aa s+1/2’L[P7 Q*]QAa s+1/2 = AZ 5+1/2i[P7 Q*Q]Aa,s—‘rl/Z' (518)

Term by term, we see that E(Si_l/Q € \I/d::: 1/2‘)’Ik 1. For example, [Ds+1/2Q,Q] €
—00,—2
deo,zc » 80
[Dsy1/2Q, 0l Aasi1/2 = [Dsy1/2Q, olo?A, (519)
is the product of an element of W deozc 32+ and an element of ‘ﬁk Since ¥ % o ‘ﬁk m’j_fl,
we get
1/2
[Dsy1/2Q; 0l Aas—1/2 € ‘I’deozcs /‘ﬂk L (520)

The other terms in eq. (517) are analyzed similarly.
Equation (516) looks very similar to the desired eq. (509), except we want to commute a
factor of p!/2 through each of the Dqgy1/2’s and Cy g’s. Set

0 1
Eéi 12 = é,.z,—1/2 + @1/2([ Dgiippl+ Y lo [0'2,Ca g )QAa s+1/2- (521)
|B1<led
This lies in \Ildoo s 1/2‘ﬂk ! and eq. (516) becomes eq. (509). Observe that

0
WF:iezsC(Egz,gfl/2) < WFZle,sc(Q)7 (522)

so we have accomplished our first task.

Our second task, arranging eq. (510), is mostly a computation of the left-hand side of
eq. (508) (and the reason why “arrange” is required is that there is some redundancy in the
right-hand side, so we have some freedom to choose the C, g’s). We compute

wrad = 3 (L) (S a5 ey ) T a7

eSS e ewas ) (T e
-3 3 S (T ) (o) (T 4]

(=1 =j+1

Consider the summand, o~ (IT/_] A?"')(A;-{flng,yA,,A?j_%)(Hé\[:jﬂ Ay*). In the case v = j,
the commutator resulting from commuting the term oC;, = oC); ; all the way to the left
yields

j—1 N
-1 —1 oj—x+1 k-1
Q (H A?Z) (A]% 0Cj 457 )( II A?Z) CijAa € Ugp M (524)
(=1 (=j+1
The reason why this commutator lies in \Ifclleoscmk 1'is that, each time we commute

0C; ;e Wyt (525)

de,sc
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we get an element of \Il(li’eosc sandwiched between a total of K — 1 of

de < to the front.
A similar computation applies when v ¢ {j,0}, with the result

through an A, € ol

the various Ae’s. Lemma 3.11 then allows us to bring the ol

de sc?

j—1
o™t (TT 45) (A7 " oCy A A7) ( H A} = Gy Ag € RO T, (526)
/=1 l=j54+1
where 8 differs from « by decrementing the jth entry and incrementing the vth. Indeed, we
can first commute the oC}, factor to the left, picking up an error in \I/de bc‘ﬁ’i_l as before.
Then, we can commute the A, through the A;’s and the other A,’s until it is together with
the other factors of A,. Since D14 is closed under commutators, in this way we end up with
another \Ilde Sc‘ﬁi_l error.
For the remaming case, v = 0, we simply use that A, = Ay =1, so

j—1
o~ (TT 45) (47 eC045 ) H Ap) e il bt (527)
(=1 l=j+1
So,
P A= Y CapAgmod W2 NETL (528)
BENN,|B|=k

where C,, 3 are defined for |a| = [3]| = k by eq. (510)

Since the A,’s for [a| < k span 9% over oo
can be written as

the \Iléeosc‘ﬁlfl error term in eq. (528)

de ,SC?
Y. Capds (529)
BENN,|B|<k

for some {Cu p}5<k C \I/de se 90, the {Cy g} o), 8<k defined here satisfy eq. (508) on the
nose, and they satisfy eq. (510) when |a| = |B| = k. This completes the second part of the

proof.
O
We now return to the main line of argument. Let k € NT, still taking x = 0.
We consider
{Ctlx,ﬁ}\a|,\6|:k: = {(5a,ﬁ(Ds+1/2 + D;k+1/2) + Ca,,B + C;,ﬁ}|o¢|,\ﬁ\:k (530)

as a matrix-valued de,sc-WDO C’ whose matrix elements are indexed by multiindices «, 3 € NV
with || = k and || = k. The matrix-valued principal symbol of C’ is the matrix
1,0 1,0 1,0
Ude sc( ,) - {504 52§Ro—de SC(DS+1/2) + 2§Ra—de,sc(Caﬂ)ha\vw‘:k' (531)
Choosmg representatives of O’de SC(DS +1/2) and O’de SC(C’ 3), for each a, 3, we get a representative ¢’
of ade SC(C” ), which assigns to each point of 95T*Q an ordinary matrix. As long as spf # —1 / 2
this matrix is — owing to eq. (503), eq. (505) — either positive definite or negative definite near R+,
SO
=|d|"? (532)

is, near Ri, a well-defined symmetric matrix whose entries are elements of .S, dé SCO defined near the

radial set. Let {ba g}|q|,5/=1 denote the entries of b. Squaring eq. (532), we see that, for each «, 3,
g =E D banbys, (533)
Iv|=k

where the sign is positive if spr > —1/2 and negative otherwise.
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Quantizing (and remembering that the discussion above is only valid near the radial set), there
exist

BCY,B_B@ E\deesc’ (534)
R.p € \Iide « sand E € \Iide o °° such that
Q0?0 50 *Q = Q"¢ *[ £ 3] BlyBys+ Raplo'*Q+ B, (535)
Iv[=Fk
with
0,0
O, s(Ba,g) = bap (536)

near RI, at least if @) has essential support in a sufficiently small neighborhood of the radial set (so
that the discussion above is valid within it). Moreover, smce b is invertible (as it is strictly definite

and not just semidefinite) near Ri, there exist To 5 € ¥y s % such that
Q02 (\ D TanBys — Ga)0'/?Q € U (537)
IvI=k
Q0" (\D Ban Ty = 0as)0!?Q € U (538)
IvI=k

for each «, B, where J, o denotes the Kronecker § (once again, as long as the essential support of @
is sufficiently close to Ri) (That we can arrange for the errors above to be residual rather than
merely one uniform order better is an instance of the iterative parametrix construction.)

Now consider u € 8 as in the setup of the proposition. Assuming we can justify the algebraic
manipulations:

Z (u, i[P, AL 11 /0Q QAn s11/2]u)
la|=k

Z <Ua AZ,5+1/2Q*01/2( + Z B;,’yB%B + Raﬁ) Ql/ZQAﬁ,S+1/2u>
], | Bl=F Iv|=k

+ <Q1/2Q*AZ’S+1/2’U,, Ea,su> + <E0c,su7 Ql/QQAa,s+1/2u> + <u7 Az,s+1/2i[P7 Q*Q]Aa,s+l/2u>} . (539)

The main term is

2
+ Z <B'y,agl/2QAa,s+1/2uaB’y,ﬂgl/ZQAa,s+1/2u> == Z H Z B’Y,agl/2QAa,s+l/2u’ 12
leel, |8l |vI=k =k |a|=k

(540)
Abbreviate this as HBQl/QQAa’SHﬂuH%Q. Thus, eq. (539) yields

HBQl/2QAa,s+1/2uH%2 < Z U(uvAz,s-&-l/Qi[P’ Q*Q]Aa,s+1/2u>| + 2|<E047Su7 91/2QA01,5+1/2U>|

la|=k
+2[(QAq s41/2Pu, QAa,erl/Zu)’] + Y |<Q1/2QAa,s+l/2u7 Ra,ﬁgl/QQA,B,erl/Zu)" (541)
laf,| 8=k
If the right-hand side of eq. (540) is finite, i.e. if
> By a0 ?QAnsi1jpu € L2, (542)

o=k
then, applying T, we conclude that
Ql/zQAa,s—i-l/Zu _ Ql/QQQ—s—l/QAau c H> ,0 (543)

de,sc*
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As long as @ is elliptic at R1, we conclude that VVFde sc(Aqu) N Ri = . Quantitatively, this

means that the H, (’: norm of A,u near R is controlled by the inequality

Q1 Aaell e S 1B QAn s jotillze + il - (544)

for some Q1 € N de s that is elliptic at Ri, this holding for each N and s € R?, and for every u € &'.
Each of the terms on the right-hand side of eq. (541) can be controlled using the hypotheses of

the propositions and the inductive hypothesis:

e First of all assuming that 1 — @ has essential support away from RY, [P, Q*Q] € LV . -1

has essential support which is disjoint from 72+ as well. As long as @) has essential support
sufficiently close to Ri, the hypotheses of elther Theorem 5, Theorem 6 imply that

WEGS (Aau) N WFG o ([P, Q*Q)) = @. (545)

Thus, the |(u, A* S+1/22[P Q*QJAq s41/2u) term in eq. (541) is finite and can be quantitatively
controlled by the H d

e Now, letting Q € U,

NS horms of Aqu in an annular region around R+

% be such that WF e o (1 -Q)N WF e (Q) = 2,

de sc

[(Ba,su, 02 QAns112w)| < (1 — Q)Eusu, 01 QAq g1 /2u)| + (QEqst, 02QAn s 41/9u)|. (546)

The first term on the right-hand side is straightforward to estimate, as

Ea,s(l - Q)* 1/2 QAoc s+1/2 € \I/de sc . (547)

On the other hand, by Cauchy—Schwarz and AM-GM,
2(QEasu, 0'°QAqs41/2u)| < € M| QEasul72 + €l 0" 2QA% 1y jpull7a (548)
for any € > 0. The term ||QFE, sul? 72 can be controlled by the inductive hypothesis, since

E,s € U005k
The other term, which is controlled in terms of the H Sé norms of Aqu near R T, but
this is suppressed a factor of € and therefore can be absorbed into the left-hand side of the
ultimate estimate.
e Because R, g € \Ifgefzé_l, we have Ra7ﬂgl/2QAa’s+1/2 € \Il;efzé_smi_l. Thus, the

‘(QlﬂQAa,sH/zU, Ra,ﬂgl/QQAg,sH/zU)’ (549)

terms in eq. (541) can be estimated like the previous class of terms.
e Finally, consider the [(QAq s11/2Pu, QAq sy1/2u)| term in eq. (541). We can write

de,sc

Qo V= o7V2Q + o7 V2F (550)

for some F € V¥, . Then,

de sc

|<QAa,S+1/2Puv QAa,s+1/2u>’ < |<QAa,s+1/2PUa 971/2QA04,5U>‘
+ (o™ ?QAns1/2Pu, FAqsu)|. (551)
By Cauchy—Schwarz and AM-GM, the second term on the right-hand side is bounded above
as follows:
(0™ ?QAnsPu, FAqsi1/2w)| S llo?QAasi1/2Pullz + | FQAasul 72 (552)

The first term on the right-hand side of eq. (552) can be controlled using the hypotheses of
the propositions to be proven. On the other hand,

FQAys € W20k (553)

de,sc
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so the second term on the right-hand side of eq. (552) is controlled using the inductive
hypothesis. The first term on the right-hand side of eq. (551) can be bounded above by

2| < {QAnsr1/2Pu, 07 ?Q A0 su)| < €707 V2QAn o112 Pull32 + €] QAn sul 22 (554)

As above, the €||QAq sul|?, will be able to be absorbed into the left-hand side of the ultimate
estimates. The remaining term is controllable, for each ¢ > 0, in terms of the H&ﬁf“
norms of A, Pu near the radial set, which are finite by the hypotheses of the propositions to

be proven.

The upshot is that, assuming the algebraic manipulations above are justified, then the H C;{Zf norms
of the A,u near Ri in terms of quantities already under control by the inductive hypothesis or
assumptions of the propositions. Regularizing, in a manner completely analogous to that in [HMV04;
HMVO08][GR~+20], suffices to show that this estimate holds in the strong sense that if the terms on
the right-hand side are all finite, then the left-hand side is finite as well. This then yields the next

step in the induction on k.
6.3. Second induction. We now induct on x. We first prove the following “parlaying” lemma:

Lemma 6.2 (Cf. [GR+20], eq. 3.31). Let m € R, s € R® be arbitrary, and let k € NT and x € N.
Suppose that v € S’ satisfies

° WFZ’;SC(AU) NRE =2 and

e WEXSH (APWNRE =2

de,sc
forall A e Dﬁi’ﬁ_ Then,

WF (Au) NRY = & (555)

for all A € Dﬁfﬁik—l [ |

The way we will use this is, in the proof of Theorem 5, Theorem 6, as follows: use the x = 0 case
(from the previous subsection) of these theorems to conclude that the hypothesis of Lemma 6.2
holds with 0 in place of k¥ and k + « in place of k. We can then repeatedly use Lemma 6.2, parlaying
one order of M-regularity into one order of M-regularity each time, until eventually the conclusion
of the relevant one of Theorem 5, Theorem 6 is reached.

Proof. We will prove that, under the hypotheses of the lemma, eq. (555) holds for all A € Dﬁiﬂj
for j € {0,...,k — 1}, proceeding inductively on j, with j = 0 as the base case. ‘

For each j, that it suffices to check eq. (555) for a set of YDOs spanning zmiﬁ” as a left
\Ilg;gsc—module. Since m?ii’j is generated as a left \Ilg’eo’sc—module by products of the form V, Aq
for Ap € zmig together with elements of miﬂjl, in order to show that eq. (555) holds for all

Ae mti‘jjﬂ it suffices to prove that
WF*,S

de,sc(V+A0u) N Ri =4 (556)
for Ag € Sﬁiﬁr (Indeed, since j <k —1,if A € 93?'1]:1 then A € zmi’i, so eq. (555) holds for such
A by hypothesis. It is therefore only those A of the form A = V; Ay that need to be considered.) In

particular, in order to prove the result for , 7 = 0, we only need to prove that
WEFS (Viu) NRE = 2; (557)

de,sc
that is, we only need to consider Ay = 1.
Applying Proposition 3.14, we write P = x - 7 2(V_V, + (d — 1)V_ — 7im(d — 2)) + ¢*R for
R = R_, x as in that proposition. Consequently, for any Ag € Wyc sc,
T 2V_V, Agu = AgPu — x72(d — 1)V_Agu + x7 tim(d — 2) Agu — 0* RAou
+ T AVVL, Aglu + (d — 1)[xT 2V, AgJu — im(d — 2)[x7 1, AoJu + [0*R, Aglu. (558)
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Since y772V_ € Diffh(hmhmee ) g elliptic at Ri (this being what distinguishes V_ from V,;

de,sc

V. is instead elliptic at R™), it suffices to prove that the sets

WF*’S+1(A0PU), WF*,S—I—l (7_72‘/_140111)7 WF*’S+1(XT71A()U), WF*’S+1 (QZRA()U),

de,sc de,sc de,sc dosc
WEGSE (ber VoV, Aoju), WE S (Der Ve, AoJu), WEGSE! (D™, AoJu),
WESH ([xe® R, AoJu)  (559)

are all disjoint from ’Ri That this is true for AgPu is a hypothesis. That this is true for
T72V_Agu, x7~ ' Agu follows from the other hypothesis, which says that WFy=_ (Agu) N Ri =g,
and from

T2V_, xt ! € Diffy . (560)
On the other hand, to control the o> RAgu term: because M2 C \Il(li;elsc‘)hr, we have
1,-1
°RE Wy N, (561)
So,
_ . 3 . 3 L
P RAgu € W, it © wh (562

Since j < k — 1, our hypothesis on u (which gives control of imiliu at Ri) gives

WESH (0 RAgu) NRE € WIS (M u) N RE = 2, (563)

de,sc de,sc

where the equality used the full hypothesis on u. It only remains to check the terms in the second
line of eq. (558).

If Kk =0 and j = 0, then, since we are only considering Ay = 1, all of the terms in the second line
of eq. (558) are just zero, so we are done.

Otherwise:

e From ¢’R € \Ill,_lm_l,_, we get

de,sc

[0*R, Ag] € U L (Lm0 T o) (564)

de,sc

via Corollary 3.12, so the proposition’s hypothesis implies that the final term in eq. (558)

*,5+1 4. . . +
has WF ;7 disjoint from RT.
1,-1
de,sc’

the second and third-to-last terms in eq. (558).
e On the other hand,

e Similarly, since 7 2V_,x7 1 € ¥ the same reasoning (with one less M) also applies to

[XT2V_Vy, Ag] = xT 2V_[V, Ag] + [xT2V_, Ao] Vi (565)
TRVLVi, Ao] € Wil o (M7, + Lys oMUY, (566)
[er 2V, AoV € Wit (Lm0, + 1MUY 4 ) (567)

via Corollary 3.12. The hypothesis of the proposition implies that
WEF s (Bu) R = o (568)

for all B € \Ifégslc‘)ﬁi’f_F So, the only contributions left to control are the final term in

eq. (566) and the last two terms in eq. (567) These are all controlled by some variant of the
inductive hypothesis. For example, since we already know the x = 0 and j = 0 case of the
result, eq. (568) holds also for
1,-1q11,0
Bevy Ny, (569)

de,sc
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So, the final term in eq. (567) is handled. If j = 0, then we can immediately conclude

WESH (7 2V [V, Alu) N RE = 2,

de,sc

WES (7 72V_ AV, ) NRE = @.

de,sc

(570)

This completes the proof in the j = 0 case. If 7 > 1, then the inductive hypothesis says that
eq. (568) holds for all

1,-1 1,j—1
B e \Ilde,scmi—j_+] ) (571)
so the remaining terms in eq. (566), eq. (567) are under control and we can still conclude
eq. (570).
[l
Consequently:
Proposition 6.3. If
WF . (Au) NRY = & (572)

for all A € ‘ﬁ’f’k and WFZ’CS;“CI(APu) NRL =@ forall A € imi’i, then eq. (572) holds for all

k
AeMmyr,. [

Theorem 5 and Theorem 6 follow.

7. PROOFS OF MAIN THEOREMS

We now spell out the precise hypotheses under which the main theorems are proven. We do not
aim to be maximally general here; we call a Lorentzian metric g on Rb¢ admissible if the following
conditions are satisfied:

o gsatisfies g—gm € 0307 p; 02025050 (0; 95°Sym? T*Q), where gy is the exact Minkowski
metric,

e (R, g) is globally hyperbolic and ¢ serves as a time function, so that d¢ timelike,

e Xr = {(t,x) € R : ¢t = T} is a Cauchy hypersurface for each T € R,

e any null geodesic, when projected down to M°, tends to null infinity in both directions.

The first condition specifies the precise sense in which g is asymptotically flat.

Proposition 7.1. If g € gy + (1 + 12 4+ 72)~1C>(M; Sym T*M), then the first condition above is
satisfied. [ |

Proof. A frame for **SymT*M is given by the sections dz; ® dx; for i € {0,...,d}, and the
computations in §2 show that

dz; © dz; € 0 2005 C™°(0; 95°Sym? T*0). (573)

Indeed, in order to prove eq. (573), we only consider the situation near nFf N Ff, the other corners
being similar. Taking the exterior derivative of eq. (84), we get that

dt, dr € o, p;0npC™°(0; 95T*0), (574)

locally. Likewise, rdf; € C°°(0; 4*°T*Q) locally. So, C°°(M;*T*M) C o p;0.p;C=(Q; ©°T*0).
Taking the symmetric product yields eq. (573).
Since (1+*+1%)7" € 0p;0nprodrourrofC>(0), this implies that

g — g € 0b;02prokiotpr0b;C™°(0; 9% Sym? T*0), (575)

so g is asymptotically flat in the sense above. O
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It is not difficult to construct g € gy + (1 + % + 72)71C°(M;**Sym T*M) besides gy itself
satisfying the other conditions above, so the discussion below applies to more than just exact
Minkowski spacetime.

Given the setup above, the d’Alembertian [, satisfies [, — [ € D1ff§e Si(@). Consider now an
operator of the form

P=0,+Q+m? (576)

for Q € Diff de.sc ((O)) Such an operator has all of the properties required in each of the previous
sections, so we can cite the various results.

7.1. Initial value problem. We now prove Theorem 2. Let x be as in that theorem. First, for
solutions to the IVP that are assumed to be tempered:

Proposition 7.2. Suppose that u € S'(RY?) is a solution to the IVP
Pu=f
uli—o = u®), (577)
8tu‘t:0 = u(l)

for some f € S(RL), u® (1) ¢ S(Rd). Then, u has the form

for some ug € S(RM) and some uy. € QnPngcf)QanC © ) = nkeN ohpr 0 hrrC(0). u

Proof. In order to get started, we need to know that u (which can be deduced to be smooth via the
Duistermaat—Hoérmander theorem or propagation of singularities in physical space) is Schwartz in a
neighborhood of cly{t = 0} in M.

One way to see this is to consider the advanced and retarded components v~ (¢,x) = (1 —
O(t))u(t,x) and u™ (t,x) = O(t)u(t,x), where O(t) = 1;>¢ denotes a Heaviside function. We have
ut € 8'(RY?); this is only nonobvious near ¢ = 0. For this, one can use the energy estimate corollary
w € Lig (Ri; LX(RY)).

These satisfy

Pu(t, %) = +(5'(t) 1 (x) + 5(8) f2()) (579)
for some fi1, fo € S(R?) depending on u(?) and u") and on P. The sc-wavefront sets WF. (8’ () f1(x)),
WFg(0(t) f2(x)) are disjoint from the sc-characteristic set of P. Indeed, it can be checked (either
directly, or via an argument presented after the end of this proof) that

WFeo (8 () f1(x)), WFee (5(£) fa(x)) € SN*clyr{t = 0} N*°S*M, (580)

and the right-hand side is disjoint from the sc-characteristic set of P, which intersects *N*cly{t = 0}
only away from fiber infinity. Since u* vanish identically in one of the two temporal hemispheres
cly{Ft > 0}\cly{t = 0}, u™ has no sc-wavefront set over the corresponding hemisphere. We can
therefore apply sc-propagation results [Vas18] (noting that the wavefront sets WFg. (8'(¢) f1(x)),
WF(0(t) f2(x)) do not interrupt the propagation, since they are in the elliptic region) to conclude
that the portion of WF.(u®) inside the sc-characteristic set is a subset of the radial sets of the
sc-Hamiltonian flow. The same therefore applies to u = u~ + u™. But, by elliptic regularity in the
sc-calculus (using that f is Schwartz), WFg.(u) is a subset of the sc-characteristic set of P. So,
WF.(u) is a subset of the radial sets of the sc-Hamiltonian flow, which sit over C+. This implies
that u is Schwartz in a neighborhood of cly{t = 0} in M.
This implies that

WFgese(u) € RUIr~1(nPf U nFf). (581)

By Theorem 3, we can strengthen this to

WFqe sc(u) € R. (582)
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Indeed, given any m € R and s € R?, we can find some mg > m and sg > s such that the pair
(mo, so) satisfies the hypotheses of that theorem. The theorem then tells us that

WET0% () C R. (583)

de,sc
Equation (582) then follows from the definition of WFqe sc (eq. (148)), since R is closed.
Now, we can find Q4 € \I’?iéo,sc such that
o 1= Q* + Q+a
® WFéle,sc(Qi) N Em? =9g.
Let xo € C*°(M) be identically equal to 0 in some neighborhood of the past cap and identically
equal to 1 in some neighborhood of the future cap. Then, we can define

QF=(1-x0)Q+,  QF =x0Qx+. (584)
Forsigns ¢, 0 € {—,+}, let us = Qsu. Observe that Pug = Q5 f+[P, Q5 ]u. Since WFq, ([P, Q5])N
R = @, we have

WFese([P, Q5]) N WF e se(u) = 2, (585)
which implies that [P, Q¢ |u is Schwartz (by microlocality, eq. (149)). So, fs = Q% f + [P, Q% u is
Schwartz. Moreover, by construction,

WFaese(uS) C RS (586)

For s with spg, spr < —1/2, we can apply Theorem 6 (for each possible pair of signs) to the ug, the
hypothesis of which is trivially satisfied as a consequence of eq. (582), eq. (586). The conclusion is
that

00, (spf,00,00,00,00);00,00

ug_ 6 Hde7sc;§77 ’

< HOO,(OO,OO,OO,OO,SFf);OO,OO (587)
uy € de,sc;s,+ :
Taking sps, spr € (—3/2, —1/2), we can cite Proposition 3.20 to conclude that u = u” +ut +ul +uf
has the form specified in the theorem. O

If f e S(RY), then f, viewed initially as a function on 3o = {(t,x) € R : ¢t = 0}, can be
extended to a Schwartz function F on RV, This implies that, for any m, s € R,

WEF™(0(8) £(x)) € WEL™('(t)) (588)

for any sq € R, because &' (t) f(x) = Mpd'(t) and Mg € Diff%~°°(M). Similarly, WE™5(5(t) f(x)) C
WEZ%0(4(t)). Consequently, in order to verify eq. (580), it suffices to prove that

WEFIL% (8 (1)), WFL® (6(¢)) C *°N*cly{t = 0} N5°S*M (589)

for some sg = so(m) € R. Moreover, since 9; € DiffL.0(M), we know that WET%(§'(t)) C
WETTL50(5(1)), so it suffices to prove the above for just d(¢). In order to do this, we use that
WE™S () = Fot o WES™(Fw) for every w € S'(RY4), where F is the spacetime Fourier transform
and F_ ! is the involution of seT*M switching frequency and position (choosing sign conventions
appropriately). Thus,
WE0(5(t)) = F. WES™(5(x)). (590)
Recalling that the portion of WF:0(§(x)) over the interior is just WF*°(0(x)), if so is suf-
ficiently negative then WF20"(§(x)) is contained entirely over the boundary, which says that
F WE™(4(x)) is contained entirely at fiber infinity. Thus, WFL*(§(¢)) C 5°S*M. In order to see
that WFL*0(6(¢)) € *N*cly{t = 0}, note that t6 = 0 and A = 0, where A = —(97, +---+97,)
is the spatial Laplacian. The former implies that WF{*°(§(¢)) is contained over cly{t = 0}, and
the latter implies that
WF.(6(t)) € Char22(A). (591)
As Char2?(A) nsenlely{t = 0} = N*cly{t = 0}, this completes the verification.
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In order to see that a solution to the IVP eq. (5) with Schwartz initial data (and indeed, much
worse initial data) is automatically tempered, a basic energy estimate suffices; this is proved in §7.3.
Thus, the temperedness hypothesis of the previous proposition can be removed, yielding finally
Theorem 2.

7.2. Scattering problems. Say that the forward problem for P is well-posed if, for any f € S(Rb4),
there exists a unique u € C®°(RM) N S’'(R?) such that

e Pu= f, and

o xou € S(RY) whenever yo € C°°(M) is identically 0 near the closed future timelike cap

CIM C+.

There exist criteria in the literature that suffice for this. It should be possible to prove this for
the P considered above using the energy estimate in §7.3 in conjunction with a duality argument,
but we do not present the details here, so the next proposition is stated with well-posedness of the
forward problem as an assumption.

Proposition 7.3. Let vy denote Schwartz functions on the past timelike cap of M. Then, assuming
that the forward problem for P is well-posed, there exists a unique function u € C°(RY) NS’ such
that Pu =0 and

d2d2_1/_ d2d2 JEZ—2
for some Schwartz ug € S(RV?) cmd Uy € QnPfQSanFfC (@) such that, restricted to the past
timelike cap, us+ agree with vi. [

Proof. By Proposition 3.21, there exists functions u_ pre, U4 pre € 05p087 005057 € C*°(0) such
that u+ pre, when restricted to the past timelike cap, agree with v+, and such that the function upre
defined by

Upre = X0 0pe e ™I U e+ x ol op e ™ P T U e (593)
satisfies Pupre € S (]R1 d). Let f = Pupe. By the existence clause of the well-posedness of the
forward problem, there exists a function w € &'(R"?) such that Pw = —f and yow is Schwartz
whenever Yy is identically 0 near the future timelike cap. In particular, w solves the IVP

Pw=—f,
wli—g = w®, (594)

8tw’t:0 = w(l),

for some w(®, w™ € S(R?). By Proposition 7.2, w has the form

w = wo + xopy o e ™I w4 x ol ot et VI (595)

for some Schwartz wy € S(RV?) and wx € C(0). Moreover, w4 can be chosen to be supported
near nFf UFf (or even just near Ff). Set u = wupre + w. This solves Pu = 0 and has the form
eq. (593) for us = w4 pre + w4 and ug = wp. By the support condition on w4, the restriction of u
to the past timelike caps are the same as the restriction of u+ pre.

Conversely, suppose that we are given u of the form eq. (592) with uy € S(RY?), uy €
0291087 053¢ C° (0) restricting to v4 at the past timelike caps. Define w? = u — upye. This satisfies
Pw7; = —f. Choosing xo € C*°(M) to be identically 0 near the future timelike cap and identically 1
near the past timelike cap, we have

P(xow?) = —xof + [P, xoJw? € S(RM). (596)

Any function of the form eq. (592) lies in H, ’S(C 1/2_’00’00’00’_1/2_)(@). Since the leading order terms

in the asymptotic expansions of u, upre at the past timelike cap agree,

Yows € Hd 00,(— 1/2+6,oo,oo,oo,oo)(©) (597)

€e,SC
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for any € < 1. By Theorem 5, we can actually conclude that WFqe c(xow?) N R— = @. Thus, by
Theorem 4, xow? € S(R%). This implies that yjw» € S(RM) whenever y; is identically 0 near the
future timelike cap. So, w9 solves the same forward problem that w does. By the uniqueness clause
of the well-posedness of the forward problem, w?, = w. This shows that u is unique. O

7.3. Temperedness. Here, we give a self-contained proof that the solutions u to the initial value
problem are tempered. The argument below is, unsurprisingly, of a standard sort via an energy
estimate. The point is just that the specific assumptions under which the main theorem is stated
suffice for the argument to go through.

The operators considered in the body of the paper, as well as their formal L?(R"%)-based adjoints,
have the form

L = (14 ag) 82 +i 09 i(l—a»)iﬂ—kib'i—i-V—i-mQ (598)
o T ot on; T e T o 0m T 2 O

for some aj; = ay; € C’OO(RLd;R), bj € C®(RY), and V € C®°(RY9), all of which are decaying
symbols on Q. In particular, on each Cauchy hypersurface Y7 = {(t,x) € R : ¢t = T'}, which stays
away from null infinity, dya; (¢, x), O,ajx(t,x) € (x)"2L®(RZ), b;(t,x), V(t,x) € (x) 1L®(RI),
and likewise for higher derivatives. These suffice to prove the most basic estimates. Proving
estimates that are uniform as t — +o0o will require taking into account temporal decay.

Consider the H'-energy

E[u](t):/Rd(‘ v Z\ \+\u|)dd (599)

Because 1 + agp > 0, owing to the assumption that Vit is timelike, and because the matrix
{1- ajk}ﬁk:l is strictly positive definite, owing to the assumption that the hypersurface ¥ is
spacelike for each T', E[u](t) can be bounded above by some multiple of

ou |2 d ou® Ou
Bolu](t) = /Rd (a+ aoo)la‘ + 3 (- 98 g0 B * m[ul?) dz. (600)
jk=1 J

Indeed, the assumptions imply that inf; y)cp1.a(1 + ao) > 0, as well as a similar uniform lower
bound on the matrix {1 —ajk} k=1 Thus, E[u](t) < CEplu](t) for some C > 0. Conversely,
Eplu](t) < CoE[u](t) for some other Co > 0.

If u € O%®(Ry; C°(RY)), then

dEy|[u] _/ ou* @7 d o 0*u 9 d
B fu PRl (a5 - 30 “J’“)(?xjaxk+m“)}d$

j,k:l

dago | Ou |2 aa]k ou* ou Oaj, Ou* Ou N 4
+/Rd< ot 815‘ 2 Z [at axk} Z ot oz, a$k>d z. (601)

The integral on the first line is

2 Rd%[a;: }ddx—z {au (Zama?;u Jer]a +Vu)| da. (602)

Using Cauchy—Schwarz and AM-GM, the first term here is bounded as follows:

| [o05

!_* 1(0) + (020 Zult, =) | 2 (603)
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Likewise,
(/R o Vu—i—ija = C(Zojgﬂsd’b (13)| 4+ sup V() ) Eful(). (604
Finally, since 2R[0;u*0¢0y;u] = Oy, |0yu|?, we can write
o - %u 1 4 Oagj 4
2/Rd%[atjzla°j atag;j} de = / ‘ Z D d%z (605)

integrating by parts. This satisfies 2| [pa |Oru|? divage d?2| < 2C supycpa | div age(t,x)| Eolu](t).
Turning to the second line of eq. (601),

8(100 ou |2 d apo
< — | E
[ RG] ¢ sup |0 | Eolul (1), (606)
and
8a]k daji, Ou™ Ou 3C
< — ; .
.2 Z oy ] kZ 5t s, oy 02| < 5 5P sup [Vl Bolul(t). - (607)
Let
d
c(t) = C(( —I—Z sup |b;(t,x)| 4+ sup |V (t,x)| + 2 sup |div age(t,x)|
j=0x€RI x€R4 x€R?
3
+ 5 Sup supHVa]kH) (608)
x€eR j
The above shows that ]
dEp|u
O < et)Bolu] + (8?1 o, 2 (609)

Because each of the b;,V,divage, Va, is a decaying symbol on M, their supremums over Xr
depend continuously on T. Thus, ¢ € C°(R;R"). Grénwall’s inequality then says that Folu](t) <

exp(fy c(s) ds)(Eo[u](0) + [5(s)?|| Lu(s, —)| 12 (rdy ds), which implies

Elu](t) < Cexp (/Ot c(s) ds) C'UE +/ 2| Lu(s, — M 2y ds) (610)

This was proven under the assumption that u(t, —) be compactly supported, but using e.g. finite
speed of propagation this assumption can be removed. Consequently, if u € C*°(R54) solves Lu € S,
then

Blul(t) < Coxp ([ els)ds) (CoB(©) + [~ ()21 Euts, —)l2(e ), (611)

where part of the conclusion is that, if Gyuli—o € L*(RZ) and uli—o € H'(RZ), then u(t,x) € H1(R%)
for each t € R.

Now we use that being a decaying symbol on O implies improved decay as t — co. Indeed, we
are assuming that b;, V are symbols of order —2 on O, so that b;,V € (1 + % + x2) "2 Lo (RY4),
We are also assuming this of the a;x, and eq. (94), eq. (95) imply that 0ya;k, 05,0, are then also
symbols of the same order (actually one better order at Pf, Sf, Ff), so

1

(1+12 4 22)1/2

Ok, Op,ajk € (RY4) (612)

as well. This all implies that ¢ € (£)"'L>(R;). Thus, fj c(s)ds diverges at worst logarithmically,
and so E[u](t) < C1(t)“2 E[u](0) for some C1,Co > 0. So, u € (t)2L>®°(Ry; H'(RY)) C S'(RM9).
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